Large time asymptotics for a
Continuous Coagulation-Fragmentation Model
with Degenerate Size-dependent Diffusion
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Abstract

We study a continuous coagulation-fragmentation model with constant
kernels for reacting polymers (see [AB]). The polymers are set to diffuse
within a smooth bounded domain with no-flux boundaries. In particular,
we consider size-dependent diffusion coefficients, which may degenerate
for small and large cluster-sizes. We prove that the entropy-entropy dis-
sipation method applies directly in this inhomogeneous setting. We first
show the necessary basic a priori estimates in dimension one, and secondly,
we show faster-than-polynomial convergence towards global equilibria for
diffusion coefficients, which vanish not faster than linearly for large sizes.
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1 Introduction

We analyse the spatially inhomogeneous version of a size-continuous model for
reacting polymers or clusters of aggregates:

atf*a(y) azzf = Q(fa f) (11)

Here, f := f(t,z,y) is the concentration of polymers/clusters with length/size
y > 0 at time ¢ > 0 and point = € [0, 1]. These polymers/clusters diffuse in the
environment. Equation (1.1) is to be considered with homogeneous Neumann
boundary condition

azf(tv 0, y) = azf(ta 17y) =0, (12)
so that there is no polymer flux through the physical boundary.
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The diffusion coeflicient a := a(y) is supposed to be bounded above and
below on compact intervals y € [§,07!] for all 0 < § < 1, but can possibly
degenerate for small and large sizes (that is, tend to oo at y = 0 and tend
to 0 at y — o00). More precisely, we shall assume that there exist a, > 0,
0 +— a*(8) > 0 such that :

aly) < a*(0), Yy €[50 and 0< 1aT*y <a(y), Yy e€[0,00). (1.3)
The reaction term Q(f, f) of (1.1) models chemical degradation (break-
up or fragmentation) and polymerisation (coalescence or coagulation) of poly-
mers/clusters. The full collision operator sums a gain- and a loss-term from
either coagulation and fragmentation :

Q(faf):Q+(faf)_Q7(faf)
= /0 f(taxay_yl)f(t’x’yl)dyl+2/ f(taxayl)dyl

_Qf(t’xay)/o f(taxay/) dy’—yf(t,x,y). (14)

These four terms model the following phenomena: Coagulation of clusters of
size y' <y and y — 9’ results into clusters of size y, break-up of clusters of size
y' larger than y creates clusters of size y, coagulation of clusters of size y with
clusters of size y’ produces a loss, as does, finally, break-up of clusters of size y.

This kind of models finds its application not only in polymers and cluster
aggregation in aerosols [S16, S17, AB, Al Dr] but also in cell physiology [PS],
population dynamics [Ok] and astrophysics [Sa]. Here, fragmentation and coag-
ulation kernels are all set up to constants as in the original Aizenman-Bak model
[AB]. This will be of paramount importance in the basic a-priori estimates as
well as in the use of the entropy-entropy dissipation method.

A fundamental conservation-of-mass law follows from the collision invariance
fooo yQ(f, f)dy = 0, entailing that the total number of monomers (or mass of
polymers)

o0
Nt z) = / y f(t,2,y)dy
0
(assumed initially to be positive) is formally conserved for times ¢ > 0 :

1 1 poo 1
/()N(t,z)dz:/o/o yf(t,x,y)dydx:/o N(0,z)dz := Ny > 0. (1.5)

Another macroscopic quantity of interest is the number density of polymers,

M(t,r) = /Ooo f(t,z,y)dy,



that together with the total number of monomers N (¢, z) (formally) satisfies
the (non-closed) reaction-diffusion system

I
o

N — Oy < / " yaty) £(t,2,v) dy) (1.6)

OM — 0, ( | it dy)

N - M2, (1.7)

The definition of the full collision operator has to be understood in the weak
sense. Integrating by parts the gain term of the fragmentation operator, we
obtain for any smooth function ¢ := ¢(y) and function f := f(y) such that the
integrals exist:

/OOO QUf, Ny) w(y) dy = /OOO/OOO lp(y") = 0y) — W] F) f(y') dy dy’
+ 2/000 D(y) f(y)dy — /Ooow(y) fly)dy, (1.8)

where the function ¢ denotes the primitive of ¢ (0,9 = ¢) with $(0) = 0 and
y'=y+y.

Let us consider the (free-energy) entropy functional associated to any posi-
tive density f := f(y) as

H<f>=/0°°<f1nf—f> dy,

and the relative entropy H(f|g) = H(f) — H(g) of two states f and g (not
necessarily with the same L;—norm). Then, the entropy (integrated w.r.t. z)
formally dissipates for solutions of eq. (1.1) as

% Y // ImfIQdyd (1.9)
- /O /0 /O (" F1)1 <J‘f;,>dydydz = —D(f)

with f':= f(t,z,y') and " := f(t, z,y").

In the present paper, we shall rather use a weaker dissipation inequality (see
(3.1) below), which is obtained by using a remarkable inequality proven in [AB,
Propositions 4.2 and 4.3]. It reads (for functions of y only) as (Cf. [CDF]):

/OOO/OOO (f" = ff)In (;}/) dydy' > M H(f|fn) +2(M — VN)?.  (1.10)

Herein, fy := fn(y) denotes a distinguished, exponential-in-size distribution
with the very moments M =+ N and N :



These distributions fy appear as analog to the so-called intermediate or local
equilibria in the study of inhomogeneous kinetic equation (e.g. [DV01, CCG,
FNS, DV05, FMS, NS]). Finally, the conservation of mass (1.5) identifies (at
least formally) the global equilibrium f., with constant moments M2 = N =
Ny :

foo =€ VA= . (1.11)

The analogy to intermediate equilibria carries over to the following additivity
of relative entropies

H(f|fso) = H(fIfn) + H(fNnfs) - (1.12)
It is worthy to point out that even if fy and f do not have the same L;—norm,

its global relative entropy fol H(fn|fx)dr = 2(«/]01 Ndz — fol VNdz) >0 is

a nonnegative quantity, as easily checked via Jensens’s inequality.

Global existence and uniqueness of classical solutions to equations of the
form (1.1)-(1.4) has been studied in [Am, AW] but with restrictions for the
coagulation and fragmentation kernel which do not enable to cope with the
Aizenman-Bak model (1.4). For initial boundary-value problem to (1.1)-(1.2),
global existence of weak solutions was then proven in [LMO02-1], assuming only
the first condition of (1.3), and for much more general coagulation and frag-
mentation kernels including the Aizenman-Bak model (1.4).

In [LMO02-1], it is also proven that f,, attracts all global weak solutions
in L'([0,1] x (0,00)) of (1.1)-(1.2) but no time decay rate is obtained. This
result is the analog to convergence results along subsequences for the classical
Boltzmann equation in [De].

In the present paper, we are able to obtain explicit rates and constants for
the decay to equilibrium for degenerating diffusion coefficients as stated in as-
sumption (1.3). As a trade-off we are not able to recover exponential decay.
Nevertheless we shall show decay faster than any polynomial, and in fact of the
type exp(—(Int)?) for all 8 < 2. Up to our knowledge, this is the first result of
explicit convergence for inhomogeneous coagulation-fragmentation models with
degenerate diffusion, and the first example in which the entropy/entropy dissi-
pation method leads to a convergence with such a strange rate.

Our key Lemma 3.1 in section 3 establishes a functional inequality between
entropy and entropy dissipation provided lower and upper bounds on the mo-
ment M, an upper bound on higher moments, and assumption (1.3). While
Lemma 3.1 holds in all space dimensions, it is in the one-dimensional case that
we are able to apply this functional inequality to solutions of (1.1)-(1.4), in
which the entropy dissipation entails sufficiently strong a-priori estimates. The
decay to equilibrium with a rate given above follows finally via a suitable Gron-
wall argument (see section 4). Our main Theorem reads as :

Theorem 1.1 Consider a diffusion coefficient satisfying (1.3). Let us also as-
sume that fo # 0 is a nonnegative initial datum such that (1+y—+1n fo) fo(x,y) €
LY((0,1) x (0,00)).



Then, the global weak solutions f(t,z,y) € Lo (Ry; L' ((0,1) x (0,00))) of
(1.1)~(1.4) satisfying the entropy/entropy dissipation estimate

/ CH(f(t2, ) de / D(f(s. ) ds < / H(oe

decay to the global equilibrium state (1.11) with the following rate: For all B < 2,
there exists Cg > 0 (which can be explicitly bounded above w.r.t. fo, a. and a*)
such that (for all t >0)

/ H(f(t, )| fs0) dx < Cge WD’ (1.13)

and: ,
Hf(ta'a')_fooHLalw Scﬁe_(lnt) 5 (1.14)

where foo is defined by (1.11) [and Noo > 0 is determined by the conservation
of mass (1.5)].

Remark 1.1 The second part of (1.3) [that is, the at most linear degeneracy
of the diffusion coefficient for large sizes| is unavoidable in our method. To
illustmte why this is so, let us calculate to evolution of second order moments
My (f fo 0 Y2 f(t, x,y) dydx using the weak formulation (1.8). We find
(droppmg t and x for notational convenience)

2uyf F) £ dvdy'de— [ [ L 5) dyde.
n=1 LT [ 3
(v

aly) aty Sé(agfyﬁ )2)

L) < /;[/:Oa(y')f(y’)dy'} { I 2(@’ dy]dz / / ) dyds.

Then, we notice that the Fisher information being bounded as in (1.9) “almost”
implies that fooo a(y ) fly)dy' € LS, (this is not quite true, Cf lemma 2.2 for
a more precise statement). Interpolatmg 2y? /a(y) between y* and y, and using
a Gronwall argument leads to a global bound on My(f), and the appearance of
a third order moment. It is such bounds on moments (Cf. Lemma 3.1) which
yield an explicit decay towards equilibrium.

But of course, such an interpolation holds only when a(y) > a.(1+7y)
with 6 < 1, which is a slightly degraded version of assumption (1.3). We think
therefore that it is not possible to significantly relax the condition on the diffusion
coefficient for large y with our method.

and, using Young’s inequality

-0

Remark 1.2 On the opposite, it is possible to relax the condition on the dif-
fusion coefficient a := a(y) for small y to allow an unbounded yet integrable
inverse, i.e. fol a”!(y) dy < oo, if we assume initial data fo == fo(x,y) € L3S,
For such initial data a multiplier technique (see [CP][CDF1, Lemma 3.2]) shows
the propagation of the L™ bound for all times and Lemma 2.2 can be suitably
modified.



It is further possible to interpolate the faster-than-polynomial decay in a
"weak” norm like L' with polynomially growing bounds in ”strong” norms like
(weighted) L;(H 1) in order to get faster-than-polynominal decay in a ”medium”
norm like Ly (Lg°). Thus, the decay toward equilibrium can be extended to these
stronger norms. This idea is used in the proof of the following proposition (Cf.
the end of section 4):

Proposition 1.1 Under the assumptions of Theorem 1.1, for all ¢ > 0 and
B < 2, there are (explicitly computable) constants Cg such that

/0 A4 97 () — foe@)lim dy < Cpge(™" | (115)

forallt > t, > 0.

A bootstrap argument in the spirit of the proof of Proposition 1.1 can even
allow to replace the L$° norm by any Sobolev norms in (1.15).

Explicit rates of decay for coagulation-fragmentation models without diffu-
sion have been obtained in [AB] and, for the Becker-Déring model, in [JN].
Explicit rates of decay for reversible reaction-diffusion models (correspond-
ing to a finite number of possible size for polymers) have been obtained in
[DF05, DF06, DF]. Non-constructive exponential rates via a contradiction ar-
gument was shown for general drift-diffusion-reaction systems in [Gré, GGH]. In
[DFO07], the case of a degenerate diffusion in reaction-diffusion models is studied.

The first result of explicit rate of decay for inhomogeneous coagulation-
fragmentation models was proven in [CDF], under the physically unrealistic
assumption that the diffusion is bounded below and above. The present paper
is devoted to the removal of this assumption.

The method of proof makes use of the entropy—entropy dissipation method
(Cf. [Des] for a general introduction to this method in the context of kinetic
equations). It is in particular reminiscent of works in which “slowly growing a
priori bounds” appear, such as [TV] and [DF06].

Moreover, one uses here bounds on moments in which one keeps track of the
constants (w.r.t. the order of the moment) so that some summability of those
bounds can be recovered in the end. This idea is already present in papers such
as [BGP]. The strange functions of time recovered in (1.13) is directly related
to the summability mentioned above. (Cf. the end of the proof of theorem 1.1).

2 A-priori Estimates
We begin with a-priori estimates used in the proof of Theorem 1.1. In the

lemmas and propositions of this section, f, M or N always refer to a global
weak solution of (1.1)—(1.2) satisfying the assumptions of Theorem 1.1.



Lemma 2.1 There exists M > 0 (depending only on the initial datum) such
that

1
sup/ M(t,z)dx < M. (2.1)

t>0.Jo

Proof.- The proof is a consequence of integrating (1.7) and Jensen’s inequal-

ity:
d 1 2
—/ M(t,x)dxﬁNoo</ M(t,z)) dex .

Cf. [CDF, Lemma 4] for more details. [

We now turn to a control of M(t,-) in L°:

Lemma 2.2 The number density of polymers M := M (t,x) lies in [(L* NL?)+
L*°)(0,00; L(0,1)). More precisely, there exist moo > 0 and an L' N L?(0, 00)-
function ma(t) such that (for a.e. t>0)

IM(E,)lLge < Moo + ma(t).

Proof.- We integrate

fltxy) — f(t,2,y) = 2/z VIt Ey) 0/ f(t. € y)dE

with respect to Z € (0,1) and y € Ry, and get

') 1 oo 1
/ ‘f(t,:c,y)— / F(t.E,y) di| dy < 2 / / T € 9)] 10/ Tt €. ) dedy
0 0 0 0

U / flt,z,y d:z:dy} [/ / ) |0/ [ (t, 2, )|? dady :

<for | (M) + N(t,z»dz] (D(FH)2

using assumption (1.3). Then,

M(t,z) < /1 M(t, %) dZ + ay */? (Mg + Noo) /2 D(f(£))/2.
0

The first term in this estimate belongs to L{® thanks to Lemma 2.1 and the
second one to L?. Note that the L? function can be split as a sum of an L and
an L° function. This completes the proof of Lemma 2.2. 0O

Lemma 2.3 There exists a constant Mo, > 0 such that (for all t > 0), one
has

/1 M(t,z)dx > Mo.. (2.2)
0



Proof.- A Gronwall type proof exploiting the estimate

d 1 1
—/ M(t,x)dr > No — (Mmoo +m2(t))/ M(t,z)dx,
can be found in [CDF, Lemma 6]. O

Next, we show the (uniform for time ¢ > ¢, > 0) control of all moments with
respect to size y of the solutions. Let us define the moment of order p > 1 by

My(f)(t) = / / P f(tasy) dyde

for allt > 0.

Lemma 2.4 For any p > 1 and t, > 0, one has
My(f)(t) < (2 C)P = My, fort>t, >0, (2.3)
for a constant C' = C(t«, fo) depending only on the initial datum and t..

Proof.- We prove Lemma 2.4 in three steps . We denote po = ||ma]| 2 (where
myo is defined in Lemma 2.2)
Step 1.- As in [CDF, Lemma 7], the evolution of the moment of order p > 1 is
governed by

d p—1

i Mp(F)(2) < (20 = 2) Mp(f)(2) [moo +ma(t)] mMp-H(f)(t)- (2.4)

Trivial interpolation of the (p + 1)-order moment with the moment of order one
implies thanks to Young’s inequality and the conservation of mass (1.5) that

-1 P
Mo (1)) < S N — A M (1))

for all € > 0. Thus
e P

p+1

Lo (1) < |2 — 2)(meo +ma(t)) — 2 1}Mp<f><t>+ N,

dt pr1°

Moreover, according to Duhamel’s formula and using ftt mao ds < o/t — ty, we
estimate for all p > 1

— Ny | % ds, (2.5)

M €
p+1 ty

D)) < My (f)(t,) 0t +

where 6 is the function defined by

O(r) = (2P — 2)my — %el} T+ (2P — 2) /1.



Choosing then e~! = 227 m, it is easy to verify that 6 is bounded above. More
precisely,

0(r) = (2 = 2)ps | V5 — — b S LR
(r) = (27 =Dz |Vr = = where V= e e
and 0 < 0(r) < 0(r,/4) < 522 for r € (0,7,), O(rp) = 0, 6(r) < 0 for r €

(rp,00). Then, we obtain the estimate
0) < Loy 2 — Toan (2 — Dl — =)= (26)
= Lrlor,} Moy {r>2r,} \/5 \/ﬁ,
3 T 1 r . .
since /1 — 7= < —(1— 7—) N for r > 2r,. Finally, we end up with

2
Mp(f)(t) < Mp(f)(t*> [6% + 6(21)2)“2(1%)2@]

2

t t—s
(2% Miso)? Noo {ezi—izrp +/ e~ (= Dma(1=5) 7 ds}
0

< Mp(f)(ts) {e—w + 1} + (2P Moo )P Noo [ez%m + 67’/2—30} (2.7)
2

< O (Mp(f)(te) + (2% mo)?)
for a constant C' = C(Neo, Moo, pi2) and for all ¢ > ¢, > 0.

Step 2.- Next, we construct a sequence {tx} for k =2,3,4,... as follows :

Let us fix ¢, > 0, set t; = %, and assume that Ma(f)(t./2) < co. Let 0 < A < 1
be chosen below (in fact, we shall take for example A := inf(1, (";—:0)2 ). By

2
(2.7), we have for all t € [tg, ) + A2r] that
My (f)(t) < (M(f)(tr) + (2°% moo)* 271, Noo) {em—x +1+ 3%] :
2
Reinserting into (2.4) and integrating over [ty, t; + A2ry] yields

k -1 tr+A2r

k+1 th M1 (f)() dt < My (f)(tk) + (Qk —-2) (>\2Tk Moo + 2/ /\27’k)

X (Mi(f) (1) + (2% moo) 24 Noc) [mw +1+ 3%] :

e e . . 1716
Then, dividing by the interval length A2r; and recalling that /ry < 2 w‘;—i
we obtain

tr+A2ry M
/t %J;:)(t)dtg C 2% My (f)(t) + (22 O,

k



where C' = C(Noo, Moo, 2, A) depends only on N, Mmeo, p2, and A. Thus,
there exists a time tg4+1 € [tk, tx + A2r%] such that

M1 (f)(trar) < C2°F My (f)(tr) + (225 O)F .
Moreover, by iteration in & (and with a larger constant C')
Mi(f)(te) < (22FVO) D = M (f) () < (220 0)F.

Finally, considering that

oo

o — H2 2 2-2k __ K2 (22
too_klggotkgt2+I;A2rkgt2+2A(m—m) ;2 _t2+A(@) 3

we choose A < (. — tg)%(m‘:’ )? to ensure to, < t, and hence

T

M(f)(t.) < (2* ) forall k=2,3,4,...,
so that
VE>t.,  Mp(f)t) <(2**C)F  forallk=2,3,4,...,

where C' = C (N, Moo, 2, t+) depends only on N, Moo, p2, and t,.

Step 3.- It remains to show that for given nontrivial initial data such that
y fo € L}, ,, there exists a time tg < L such that M, (f)(to) < oo for some p > 1
and, further, a time ¢; < % such that Ma(f)(t1) < oo.

We start with the following observation [MW, Appendix A]: For a nonneg-
ative integrable function g(y) # 0 on (0,00), there exists a concave function
®(y), depending on g, smoothly increasing from ®(0) > 0 to ®(c0) = oo such
that

/OOO‘I)(y)g(y) dy < oo.

Moreover, the function ® can be constructed to satisfy

o) > y—y _
D(y) - 2(y') = Cyln2(e ) (2.8)
for 0 < ¢ <y with C not depending on g. We refer to [MW, Appendix A] for
all the details of this ”by-now standard” construction.
To show now that M,(f)(t) < oo for a p > 1 and a time ty < L=, we take
functions ®(x,y) constructed for nontrivial y fo(z,y) € L, (0,00) a.e. z € (0,1)
[here z is only a parameter] and calculate - similar to Step 1 - the moment

Mo (F)(1) = / / " () f () dy d.

10



For the fragmentation part, we use (2.8) for 0 < ¢’ < y and estimate

2 [Ty @) o)y s <~ S [ -
o C 92 2—
—mgf(y)ﬁ—céy *fy),

for all § > 0 and a positive constant Cs [the (¢, 2)-dependence has been dropped
for notational convenience]. Hence, by estimating the coagulation part similar
to [CDF, Lemma 7], making use of the concavity of ®, we obtain

d

ML (F)(t) < 3(moo +ma(t))Mi,e(f)(t) — CsM2-5(£)(1),

and boundedness of the moment M; ¢ follows by interpolation as well as the
finiteness of Ma_s(f)(to) (for some ¢y € (0,t./4)) analogously to Step 2. Writing
a differential inequality for Mjs/,(f) yields then the existence of some t; €
(to, t«/2) such that Ma(f)(t1) < co. s tg such that

t
/ ma(s)ds < C(ty, — s)
S
for s close to t;. If not, do we known something more on mso. Probably not. 0O

Next, we show that M and N are bounded below uniformly (with respect
to t and z) for all t > . > 0.

Proposition 2.1 Lett, > 0 be given. Then, there is a strictly positive constant
M, (depending on t.,a. and a*(8) as in assumption (1.3), Moo, 1 := ||ma]| 11
and the initial datum) such that for allt > t, > 0,
M(t,x) > M,.
Proof.- We write the equation satisfied by f in this way :
Of — a(y) Bunf = 91—y f — 1Mt )1 1,

where g; is nonnegative. Then

(@ = aly)9ya) (& DIz ) — g,

where g5 is nonnegative.
Now, we recall that the solution h := h(t, z) of the heat equation

Oth — a 0yzh = G,

11



with homogeneous Neumann boundary condition on the interval (0,1), where
a > 0 is a constant and G := G(t,z) € L, is given by the formula

1 L 001 ekteo?
h(t,z):—/ h(0,2) Y Tt dz
2T ) 4 et Vat®

(2k+z—2)2

G( ¢ o dads,
// (s,2) Z_ ) zds

with 7 and G denoting the “evenly mirrored around 0 in the = variable” functions
h and G.
Therefore, for all ¢1,¢ > 0, and = € (0,1), y € Ry,

Pty + b, y) el IMG g ds
(x—2)2

z 1/ﬁm ) et
Z = 1,%,Y “wt e
PRV a(y)t

where we have neglected g (and all the terms corresponding to k # 0 in the
sum) as nonnegative. Considering t € [t,2t.] for some t. > 0, recalling that
[M(s,)||Lee < Moo + ma(s) with [~ ma(s)ds < 1 < oo by Lemma 2.2, and
since |x — z| < 2 we have for all 6 <y < 1/4:

B fot 1M (s )llage ds g,

ty+t
eia(y)t e —ty— f ! HM(Sv)HLgO ds dZ

1
f(t1+t,$,y)2%/ f(tlazay)

a(y)t

Aty
/ fty,z,y) e ante @ 2xym2be Moo i1 gy

ey =
\/27ra

> C/ Ftr, z,y) et am)V dz,
0

where C' > 0 depends on the constants a.,a*(d), mso, 1 and t. > 0. Using
Lemma 2.3, for all K large enough, and 0 < 6 < 1,

1/5
Mty +t) 2 Ce @b [ e ) dys
0Jé§
> CeCttaim)} (MO*_5NOO—K5—/H(f)dx/an).

Choosing 0 and K, we get that M(t; + t,z) > M,. Moreover, since M, =
M (ax, a*, Mmoo, 1, H(fo), t+) does not depend on ¢1, we get Proposition 2.1. O

3 Entropy-entropy dissipation estimate

For the subsequent large-time analysis, we shall study the relative entropy with
respect to the global equilibrium, which dissipates according to (1.9) and (1.10)

12



/Hf|foo )do < — //

—/Q[MH(f|fN)+2(M—\/N)2 dz = —Di(f).

dy dx (3.1)

We introduce a lemma enabling to estimate the entropy of f by means of
its entropy dissipation. This is a functional estimate, that is, the function f in
this lemma does not depend on ¢ and does not necessarily have something to
do with the solution of our equation. Moreover, since this lemma is true in any
dimension of space, we replace the interval [0, 1] by any bounded measurable
subset Q of RY of measure 1. Then, for all quantity S, we denote by S its
average w.r.t. € ), that is S = [, S(z) dz.

Lemma 3.1 Assume (1.3). Let f := f(z,y) >0 be a measumble function from
Q x [0,400] to R with moments satisfying 0 < M, < M(x fo (z,y)dy <
ML and 0 < Noo := [ [5 v f(z,y)dyde = N. Letp > 1 and assume
that moments of order 2p are finite, i.e. fQ fooo y*? f(z,y) dedy = Ma, < +o0.
Then, the following entropy-entropy dissipation estimate holds for all A >1 :

M
DA 2 g U de = (32)

with a constant C = C(My, Noo, ax, P(Q)) depending as specified only on M.,
N, ax, and the Poincaré constant P(£2).

Proof.- Step 1.- We start with the right-hand side of (3.2) by using the
additivity (1.12) and calculating

/QH(f|foo)dx:/QH(f|fN)dx+2(\/ﬁ—\/—N). (3.3)

Step 2.- The second term of (3.3) — which measures how far N is from being
constant — is bounded as :

VN - f<¢—_[|\M VNI3: + M = |13 - (3.4)

Indeed, since N — /N is orthogonal to VN — M in L2, we have
J—
— —= N-VN 1 —=
VN VN < - VN - VN2, < VN - M|f3:,
<= \/K” 172 \/—II 172
and further, we obtain (3.4) by expanding ||[v/N — M||2, and by using Young’s
inequality '

1 _ _ _ _
§II\/N*MII%3*HM*MH%5 <|VN—M - M+ M| .

13



Thus, we obtain (using 0 < M, < M)

/H(f|foo)dx < max {M;g QN;%} UMH(ﬁfN)dx +2|M — VN|3,
Q Q

4 _
+\/T_Oo||M7M||2L§. (3.5)

Step 3.- For a cut-off size A > 0, we introduce the finite size density integral
Ma(t,z) = fo (t,z,y)dy and its complement M§(t,z) := [,° f(t,z,y)dy
and proceed to estimate the last term in (3.5) in the following way :

M — T2, :/ (M — s + M5 — %) da
e Q

S 4 o 2
<2t =Tl + o [ ([ v rody) ao

— 4
< 2| Ma = Mal[iz + 5 M| Moy, (3.6)

for any p > 1.

Step 4.- Next, the variance of M4, i.e. the first term on the right-hand side
of (3.6) is controlled by the first, ”Fisher”-type term of (3.1). Denoting by
P(Q) the constant of Poincaré’s inequality, we estimate using Cauchy-Schwartz
inequality and assumption (1.3):

2

dxr

A
Vz/fdy
Q 0

SP(Q)/Q /OAa<y>'V””ff'2dy| /OA ﬁdy
C(P.a. A||M||Loo// ) % f|2d de. (37)

for a constant C(P,a.) > 1 and any strictly positive A such that 1 + A <
C(P,as) A (i-e. for A > 1). (1.10)

Step 5.- Finally, combining (3.5) with (1.10), and further with (3.6) and
(3.7), we have (still for A > 1)

M~ TTalE; < P |

dx

QH(flfoo)de < C(My, Noo, P(2),0.) | M || L= A D1 (f)
+ C(Noo) Mop|| M| e AP,

which yields the proof of Lemma 3.1. 0O
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4 Proof of Theorem 1.1

With Proposition 2.1 and Lemmas 2.2 and 2.4 providing the moment bounds
required by the entropy-entropy dissipation Lemma 3.1 in the one dimensional
case Q = (0,1), we turn now to the

Proof.- [Theorem 1.1]

We denote by Cy, Cs, etc., various constants which only depend on fy, a.
and a*.

According to Lemmas 2.4 and 3.1, for any A > 1

d 1
& [ Hr @< -Dis)

8;02

2
/ (Ffoc)de+C2Cf s, (A1)

HMHLw A

where ||M||Lgo (t) < Mmoo + ma(t) by Lemma 2.2. By choosing A = A(t) > 2
such that
Cy C? 2" L H(
< —
2V3 g2prl _2|M[HL 4/ (flfs)d

hence by choosing

l<0—1/2 C4f0 (f|foo) d ,
A | M| oo 28P%

we obtain (for ¢ > ¢, > 0)

7i C5 ¢ ds
</H Do) dx) </H o)) 2 5% ), ]

Cs Cs t—ti—m
Z 24p 14+ L / H{m2(5)<1} ds Z 24p 1+ L
p (1+ moo) 20 Jt, p (1+me) T2v

(since [{mg > 1}| < 1), so that
/ H(f(t)|fso)dx < CF p*? 98 (t—C7)~2

Moreover, by summing w.r.t. p € N

(t — C7)%
[Z(QCS p2p 28p* ] / H(f(®)lfoo) du <1,

/ H |foo dl‘ < L(t - 07)
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where (for all 1 < o < 2)

L_l(t) = Z L — Z 4 €—2q2 In2—gIn(q C10)

2 2
¢>1, even (Cro q)? 2% ¢>1, even
_a
>C) Y ee(2)FTH(22)"
¢>1, even

since

a

2t m2 g )+ (52)” _ oo (07T,

Note that our assumption on « implies that —%5 > 2.
. . 1 1
Finally, choosing p (even) such that ¢ € [exp((p/a)=-1),exp(((p+2)/a)>-7)]
and applying to the following elementary computation on these intervals :

(Int)2(e=1] 1 _a
e 7 < e(pT“)pr(ﬁ)afl = e(pTZ)Zf’l(%)afl ,
» >

we have

L7Yt) > Cla) ™ P @)

for all ¢ large enough. and 1 < v < 2. This ends the proof of (1.13). The proof
of the L'-decay estimate (1.14) follows the Csiszar-Kullback inequality. O

In the proof of Proposition 1.1, we use explicit L” bounds (r > 1) for the
1D heat equation. Similar bounds were already established in [DF06]. Here
we prove an improved version allowing, in particular, unbounded diffusion co-
efficients. As these bounds will be used pointwise in y, we will suppress for
notational convenience the dependence on y.

Lemma 4.1 Letu denote the solution of the 1D heat equation (t > 0,z € [0, 1],
and (constant) diffusivity a) with homogeneous Neumann boundary condition,
1.€.

Ou —aOgzu =g, Ozu(t,0) = Opu(t,1) =0, (4.2)

and assume for the initial data u(0,x) = uo(x) and the source term g(t,x) that
up € LP([0,1]), g € LP([0,400) x [0,1]) .

Then, for the exponents r,p > 1 and q € [1,3) satisfying % +1= % + % and for
all T > 0, the norm |[u r[0,11x[0,1]) grows at most polynomially in T like

lellro.rixiony < [CT* +Ca™FTF | Juoll g

1 _1__3—q
+ [CTq +Ca 3T 5 } g1l e (jo, 77 x[0,1) » (4.3)

for various constants C (depending only on r,p).

16



Proof.- As in [DF06], the proof uses Fourier series, which simplify when (4.2)
is mirrored evenly around x = 0, i.e. when the functions are extended like

_ | ult,z)  =xe]0,1],
a(t,z) = { u(t,—x) =z €[-1,0],

and when g and gy are defined analogously. Then, expanding the solution of the
heat equation in a Fourier series in terms of the eigenfunctions of the Laplacian
with periodic boundary conditions on Z € [—1,1], we proceed as in [DF06]
using Poisson’s summation formula and Young’s inequality for convolutions to
obtain (with L7 ; and L} as short-cuts for L7([0,7] x [-1,1]) and L"([-1,1]),
respectively)

i I v 1 i
filleg, < 5om ([ IS0zt liollss + 5= 1S0ug allag,, . @)

_ (@nta)? _ @ntx)?

322
where S(t, ) := \/%—t [e’m +23 0 e dar ] < \/% S e dat

In order to estimate ||.S]| ¢, we estimate first

2
o] 0o co n—1
_ (@nta)? _ (@nta)? _Centa)?  @mia)?
E e Zat = E e 2at 4 2 E E e 1at e Zat
n=0 n=0 n=1m=0

o e
_ (2n+ta)? _ (2n+4a)?
S E e 2at + 2 E ne dat .
n=0 n=1

Similarly, we see that

3
e _ (2n+a)? e _ 3(2n4a)? e _ (2n+a)? e _ (@2n+a)?
E e dat S E e 4at —+ 4 E ne dat —+ 4 E nce 4at ,
n=0 n=0 n=1 n=1

so that

3
1 o0 a2 e’} 9 jes} 2 S 2
/ l e_(zgt) 1 d:zzg/ e_i%dy—i—él/ ye_th dy—|—4/ er_th dy
-1 20 -1 1 1

< C(at)? +C(at) + C(at)?

for various constants C. Altogether, we see that [|S||2, = O(Z) and thus

[Sllzs _ is not necessarily integrable at ¢ = 0. Nevertheless, using Holders
inequality for ¢ < 3

1 oo q 1 00 3 E 1 =2
2 (2nta)? 1 @n+o)? 3 3
—— ¢ 1dat dr < 219 [/ ( —— ¢ 1dat ) dx} [/ 1 d:c]
/_1 (Z Vvat ) -1 Z Vat -1
%

n=0



for various constants C, which can be chosen independent of ¢q. Finally, we find

1

[SllLs <C+C(at)"5,
Lemma 4.1 is then obtained after integration w.r.t time. 0O

Finally, we show Proposition 1.1. We denote by C[T] any constant of the
form C(t) (1 + T)*%, where s € R and C(t) is bounded on any interval [t., +00)
with £, > 0.

Proof of Proposition 1.1.- We observe for the gain term Q% that using the
bounds (2.3) and (2.1) and for all ¢ > 0,

/// (1+y?Q*(f, f) dydxdt</// I;Li/lqﬂ F(t, 2, y) dy dz dt
+/0/0/0/0 Q+y+2)?f(t,z,y) f(t,z, z)dzdy dxdt

T
Cy (Mg + M2o) T+ G, / 1MLt )l (M + M) dt < C, O[T,

Using lemma 4.1 pointwise in y, we have

1

1 _ 1 l
||f('a'ay)HLT([t*,T]X[O,I]) S |:CTT +Ca(y) 3 T'sr :| ||f( * ay)HLP
1 _1,.3-4q
+[eTs + Caly) BT QS Ao mix01)-
As a consequence for any € > 0 and ¢, > 0,
| a0 156l oy do < CIT) (4.5)
0
Then, for all 7 € [2,3)
| a0 1@ G Nl ety
* Aty
< [ BV e, d
—/0 g+ 1 ILf Gyl L e, %017 Ay
[T [ ) Py = ) a0 g
<Gl [ [Ty S £ e sdoy Ao

2

< 0,0l)+ (04 [0+ LG mtoands) < CoCIT)
0

Using again the properties of the heat kernel (still described in [DF06]), we see
that for any s € [1,00), ¢ > 0 and ¢, > 0,

/ (1+y ||f(,,y)||Ls[t* x[01]dy<c[]
0
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It is finally possible to repeat this argument in (4.5) with e = 0, and get

/ A+ )17 s ) Lo, 1% 017y < CIT:
0

The above argument can now be used with r = 4 and shows that

/0 T+ QT £ W)L, myxj0,1)) dy < C[T].

Next, we use similar to the proof of lemma 4.1 a convolution formular for (mir-

rored around & = 0) solutions of the heat equation. Taking the derivative in =,
_ (2k+3)?

e~ Hwr for € [-1,1]

we find pointwise in y with S(¢, %) :== > ;0 ( =
aly

fO* S + —= (f *tz x

where %, and *; , denote the convolution in space and space/time, respectively.
We then estimate

18]z <

ﬁ/ P2
|| 2, ki 2/<;+j)

e 4a(y)t + e da(y)t
= Ve / l 2a(y)t ; (2a(y)t

to obtain with Young’s inequality

- 1 1 -
[fz()ll2 < NG [ foll L2 1Sl + NG 1QUNzz I1Sellr:

<% ol + A
Va1l + 2w

for constants C'. Hence, considering for instance T > 2t,, we have that

1Q() .z .

/Oooa ) AT )l dy < CIT)

where C[T] depends on t.. Then, using a Gagliardo-Nirenberg type interpola-
tion and Theorem 1.1, we obtain

[0 U@ = el dy < [ @0 I - el
0 0
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x [llf(T, ) - foo<y>|%;] dy

4

< [/071+y>%||f<7:-,y>—fm<y>||H;dy]% [/Om|f<T,-,y>—foo<y>|L;dy

< O[T exp(— (1)) < Cexp(— W™ (1)),
for 2 > 3 > (3, which concludes the proof of Proposition 1.1. 0O
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