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Abstract

We study the controllability of the Bloch equation, for an ensemble of non inter-
acting half-spins, in a static magnetic field, with dispersion in the Larmor frequency.
This system may be seen as a prototype for infinite dimensional bilinear systems with
continuous spectrum, whose controllability is not well understood. We provide several
mathematical answers, with discrimination between approximate and exact controlla-
bility, and between finite time or infinite time controllability: this system is not exactly
controllable in finite time T with bounded controls in L2(0, T ), but it is approximately
controllable in L∞ in finite time with unbounded controls in L∞

loc([0, +∞)). Moreover,
we propose explicit controls realizing the asymptotic exact controllability to a uniform
state of spin +1/2 or −1/2.

Key words. bilinear control systems, Bloch equation, continuous spectrum, controlla-
bility of infinite dimensional systems, ensemble controllability, quantum systems.

1 Introduction

1.1 Studied system, bibliography
Most controllability results available for infinite dimensional systems are related to systems
with discrete spectra. As far as we know, very few controllability studies consider systems
admitting a continuous part in their spectra. In [12] an approximate controllability result
is given for a system with mixed discrete/continuous spectrum: the Schrödinger partial
differential equation of a quantum particle in an N-dimensional decaying potential is shown
to be approximately controllable (in infinite time) to the ground bounded state when the
initial state is a linear superposition of bounded states.

In [9, 10, 11] a controllability notion, called ensemble controllability, is introduced and
discussed for quantum systems described by a family of ordinary differential equations (Bloch
equations) depending continuously on a finite number of scalar parameters and with a finite
number of control inputs. Ensemble controllability means that it is possible to find open-
loop controls that compensate for the dispersion in these scalar parameters: the goal is to
simultaneously steer a continuum of systems between states of interest with the same control
input. The articles [9, 10, 11] highlight, for three common dispersions in NMR spectroscopy,
the role of Lie algebras and non-commutativity in the design of a compensating control
sequence and consequently in the characterization of ensemble controllability.
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Such continuous family of ordinary differential systems sharing the same control inputs
can be seen as the prototype of infinite dimensional systems with purely continuous spectra.
The goal of this paper is to show that the very interesting controllability analysis of [9, 10, 11]
can be completed by functional analysis methods developed for infinite dimensional systems
governed by partial differential equations (see, e.g., [7] for samples of these methods).

We focus here on one of the three dispersions cases treated in [9, 10, 11]. We consider an

ensemble of non interacting half-spins in a static field
 0

0
B0

 in R3, subject to a transverse

radio frequency field
 v(t)

−u(t)
0

 in R3 (the control input). The ensemble of half-spins is

described by the magnetization vector M ∈ R3 depending on time t but also on the Larmor
frequency ω = −γB0 (γ is the gyromagnetic ratio). It obeys to the Bloch equation:

∂M

∂t
(t, ω) =

 0 −ω v(t)
ω 0 −u(t)

−v(t) u(t) 0

M(t, ω), (t, ω) ∈ [0,+∞)× (ω∗, ω∗), (1)

where −∞ 6 ω∗ < ω∗ 6 +∞ are given . With the notations

Ωx :=

 0 0 0
0 0 −1
0 1 0

 , Ωy :=

 0 0 1
0 0 0
−1 0 0

 , Ωz :=

 0 −1 0
1 0 0
0 0 0

 , (2)

the system (1) can be written

∂M

∂t
(t, ω) = (ωΩz + u(t)Ωx + v(t)Ωy)M(t, ω), (t, ω) ∈ [0,+∞)× (ω∗, ω∗). (3)

It is a bilinear control system in which, at time t,

• the state is (M(t, ω))ω∈(ω∗,ω∗)
; for each ω, M(t, ω) ∈ S2, the unit sphere of R3,

• the two control inputs u(t) and v(t) are real.

In the sequel, we denote by ek, the R3-vector of coordinates (δki)i∈{1,2,3}. Thus, we study the
simultaneous controllability of a continuum of ordinary differential equations, with respect
to a parameter ω that belongs to an interval (ω∗, ω∗). Notice that, when v = u = 0, the
spectrum of this system is made by the union of the two segments, i(ω∗, ω∗) and −i(ω∗, ω∗),
belonging to the imaginary axis.

The pioneer articles [9, 10, 11] provide convincing arguments indicating why the system
(3) is ensemble controllable (i.e. approximately controllable in L2((ω∗, ω∗),S2)) with un-
bounded and also bounded controls, when ω∗ and ω∗ are finite. Here, we provide several
mathematical results that complete these ensemble controllability results with discrimi-
nations between approximate or exact controllability and between finite or infinite time
(asymptotically) controllability.

1.2 Controllability issues
Let us recall a famous non controllability result for infinite dimensional bilinear systems due
to Ball, Marsden and Slemrod [1]. This result concerns general systems of the form

dw

dt
= Aw + p(t)Bw (4)

where the state is w and the control is p : [0, T ] → R.
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Theorem 1 Let X be a Banach space with dim(X) = +∞, A generate a C0-semigroup of
bounded operators on X and B : X → X be a bounded operator. For w0 ∈ X, w(t; p, w0)
denotes the unique solution of (4) with p ∈ L1

loc([0,+∞)) and w(0) = w0. The reachable set
from w0

R(w0) := {w(t; p, w0); t > 0, p ∈ Lrloc([0,+∞)), r > 1}

is contained in a countable union of compact subsets of X and, in particular, it has an empty
interior in X. Thus (4) is not controllable in X with controls in ∪r>1L

r
loc([0,+∞)).

We cannot apply directly here this result since the spaces X = L2((ω∗, ω∗),S2) or
C0([ω∗, ω∗],S2) where the Cauchy problem is well-defined are not vector spaces. In or-
der to get an interesting result for the Bloch equation, one needs extensions of the above
result to Banach manifolds. (This has been done in [14] when the manifold is the unit sphere
of a Hilbert space.) For (2), the situation is similar to the one described in Theorem 1. In
Theorem 5, we show that for any analytic initial condition M0(ω), the reachable set in finite
time T > 0 from M0 with controls in L2(0, T ) only contains analytic functions of ω. Thus,
the reachable set (from an analytic initial dara) has an empty interior in L2((ω∗, ω∗),S2),
which is a natural space for the Cauchy problem.

However, for (2), the obstruction to exact controllability given by Theorem 5 has much
stronger consequence than the obstruction described by Theorem 1 which is, in fact, a rather
weak non controllability result. Indeed, it does not prevent the reachable set from being
dense in X (approximate controllability in X). For example, this is the case for the 1D
beam equation {

utt + uxxxx + p(t)uxx = 0, x ∈ (0, 1), t ∈ (0,+∞),
u = ux = 0 at x = 0, 1,

in which the state is (u, ut) and the control is p. Theorem 1 ensures that this system is not
exactly controllable in H2

0 × L2(0, 1) with controls in Lrloc([0,+∞)), r > 1. However, it is
proved in [3] that this system is exactly controllable in H5+ × H3+(0, 1) with controls in
H1

0 (0, T ), at least locally around a stationnary trajectory. Similarly, Turinici’s generaliza-
tion [14] of Theorem 1 applies to 1D Schrödinger equations of the form{

i∂ψ∂t = −∂2ψ
∂x2 − u(t)µ(x)ψ, x ∈ (0, 1), t ∈ (0,+∞),

ψ(t, 0) = ψ(t, 1) = 0

where the state is ψ, the control is u and µ ∈ C∞([0, 1]). It proves that this system is not
exactly controllable in H2((0, 1),C) with controls in L2

loc([0,+∞)). However it is proved in
[2, 4] that this system, with µ(x) = (x − 1/2) is exactly controllable in H7((0, 1),C) with
controls in H1

0 (0, T ), locally around the eigenstates, for T large enough.
The conclusion of [2, 3, 4] is that, sometimes, the negative result of Theorem 1 is only

due to a bad choice of functional spaces that do not allow the controllability; but positive
controllability results may be expected in different functional spaces. Therefore, one may still
hope to prove the exact controllability of the Bloch equation in some well chosen functional
spaces. We will see in this article that it is not the case: the Bloch equation is not exactly
controllable in a much stronger sense than the one of Theorem 1.

Indeed, we will prove that, when (ω∗, ω∗) = (−∞,+∞), the reachable set (in finite time
and with small controls) from M0 ≡ e3 is a submanifold of some functional space, that
does not coincide with one of its tangent spaces. When the domain (ω∗, ω∗) is a bounded
interval of R, we will see that there exist analytic targets, arbitrarily close to e3 that cannot
be reached exactly from e3 with bounded controls in L2(0, T ). Thus, the non controllability
of (3) is not related to a regularity problem and this equation corresponds to a very different
situation from [2, 3, 4].
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1.3 Outline and open problems
In section 2, we study the linearized system of (3) around the steady-state (M ≡ e3, (u, v) ≡
0) with −∞ < ω∗ < ω∗ < +∞. This system is shown to be approximately controllable in
C0([ω∗, ω∗],R3), in any finite time T , with unbounded controls (u, v) ∈ C∞c ((0, T ),R2). But
it is not exactly controllable neither in finite time nor in infinite time. Moreover, for any
reachable target, there exists only one control which steers the control system to the target.

In section 3, we study the exact controllability of the nonlinear system (3), locally around
M ≡ e3, in finite time. First, we prove that the simultaneous exact controllability with
respect to ω in the whole space R (i.e. ω∗ = −∞, ω∗ = +∞) does not hold with bounded
controls. Indeed, for every time T > 0, the reachable set from M0 ≡ e3 with bounded
controls in L2(0, T ) is a strict submanifold (of some functional space) that does not coincide
with one of its tangent space. Then, with an analyticity argument, we deduce that the
simultaneous exact controllability with respect to ω in a bounded interval (ω∗, ω∗), −∞ <
ω∗ < ω∗ < +∞, does not hold neither.

The exact controllability of (3) being impossible with bounded controls, in sections 4
and 5, we investigate the exact controllability of (3) with unbounded controls.

In section 4, completing the arguments of [9, 10, 11], we prove the ensemble controllabil-
ity of (3): any measurable initial condition M0 : (ω∗, ω∗) → S2 can be steered approximately
in L2(ω∗, ω∗) to e3. This approximate controllability indeed holds for stronger norms, for
instance ‖.‖L∞ and ‖.‖Hs , ∀s ∈ (0, 1). The controls used to realize this motion are sequences
of pulses presented in [9] (but one may also use controls in L∞loc([0,+∞))) and the proof
relies on non-commutativity and functional analysis.

In section 5, we propose other explicit unbounded controls realizing the asymptotic local
(exact) controllability to e3, simultaneously with respect to ω in a bounded interval. Here,
the proof relies on Fourier analysis.

Finally, in section 6 , we compare the feasibility, the time and the cost of the two
controllability processes presented in sections 4 and 5, on particular motions.

Let us emphasize that the behavior of the nonlinear system around e3 is very different
from the one of the linearized system around e3. Indeed,

• first, the linearized system is not asymptotically zero controllable whereas the nonlin-
ear system is asymptotically locally controllable to e3,

• then, as seen in section 2, for the linearized system and for any reachable target, only
a single control works, whereas for the nonlinear system and for any initial condition,
many controls allow to reach exactly e3 (in infinite time).

Thus, the nonlinearity allows to recover controllability. Finally, let us mention some open
problems.

In section 3, we prove the non exact controllability to e3 with bounded controls, in
finite time, because the reachable set is a submanifold. The equation of this submanifold
and the validity of the same negative result in infinite time (i.e. the non asymptotic exact
controllability to e3 with bounded controls) are open problems.

In section 5, we prove the exact controllability to e3 with unbounded controls, in infinite
time. The validity of the same result in finite time is also open.

Before starting the mathematical study let us introduce some notations that will be used
in all the paper. We write

M(t, ω) :=

 x(t, ω)
y(t, ω)
z(t, ω)

 , (5)

Z(t, ω) := (x+ iy)(t, ω), w(t) := (−v + iu)(t). (6)
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Thus, when, for some time T > 0, z(t, ω) > 0 on (0, T ) × (ω∗, ω∗), then the system (3)
implies

∂Z

∂t
(t, ω) = iωZ(t, ω)− w(t)

√
1− |Z(t, ω)|2, (t, ω) ∈ (0, T )× (ω∗, ω∗), (7)

so

Z(t, ω) =
(
Z0(ω)−

∫ t

0

w(τ)
√

1− |Z(τ, ω)|2e−iωτdτ
)
eiωt, (t, ω) ∈ (0, T )× (ω∗, ω∗).

Unless otherwise specified, the functions considered are complex valued and, for example,
we write L2(R) for L2(R,C). When the functions considered are real valued we specify it
and, for example, we write L2(R,R).

2 Linearized system around (M ≡ e3, (u, v) ≡ 0)

In this section −∞ < ω∗ < ω∗ < +∞. We are interested in the linearized system of
(3) around (M ≡ e3, (u, v) ≡ 0), or, equivalently in the linearized system of (7) around
(Z ≡ 0, w ≡ 0),

Ż(t, ω) = iωZ(t, ω)− w(t), Z(0, ω) = Z0(ω), (8)

whose solution is

Z(t, ω) =
(
Z0(ω)−

∫ t

0

w(τ)e−iωτdτ
)
eiωt. (9)

We prove its non exact controllability and its approximate controllability with unbounded
controls.

2.1 Non exact controllability
We denote by F the 1-D Fourier transform:

F(w)(ω) =
∫

R
w(t)e−iωtdt.

When a function is defined on I ⊂ R, we extend it by 0 on R \ I. One has the following
proposition.

Proposition 1 Let T ∈ (0,+∞). The reachable set from Z0 = 0 for (8) with controls
w ∈ L1(0, T ) is

{Z(T ); w ∈ L1(0, T )} = F [L1(−T, 0)].

The set of initial conditions Z0 that are asymptotically zero controllable with controls
w ∈ L1(0,+∞) for (8) is F [L1(0,+∞)].

For every Z0 ∈ F [L1(0,+∞)], the function w := F−1[Z0] is the unique control in
L1(0,+∞) that steers the control system (8) from Z0 to 0.

Proof of Proposition 1: The two first statements are direct consequences of the
explicit expression (9). Concerning the third statement, it is sufficient to prove that if
w ∈ L1(0,+∞) and if F [w] ≡ 0 on (ω∗, ω∗), then w = 0. Let w be such a function and
consider ϕ : C+ ∪ C− ∪ (ω∗, ω∗) → C, defined by

ϕ(z) :=


F [w](z), if z ∈ C−,

F [w](z), if z ∈ C+,
0, if z ∈ (ω∗, ω∗),

where C+ := {z ∈ C; =(z) > 0} and C− := {z ∈ C; =(z) < 0}. Then ϕ is holomorphic on
C+ and on C− and continuous on C+ ∪ C− ∪ (ω∗, ω∗), so it is holomorphic on C+ ∪ C− ∪
(ω∗, ω∗). Since ϕ vanishes on (ω∗, ω∗), then ϕ ≡ 0. Thus w = 0. �
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2.2 Approximate controllability with unbounded controls
Proposition 2 Let T > 0, Zf ∈ C0([ω∗, ω∗]) and η > 0. There exists w ∈ C∞c ((0, T )) such
that the solution of (8) with Z0 = 0 satisfies ‖Z(T )− Zf‖L∞(ω∗,ω∗) < η.

Proof of Proposition 2: Let T > 0, Zf ∈ C0([ω∗, ω∗]) and η > 0. Thanks to the
Weierstrass theorem, there exists a polynomial P ∈ C[X] such that

‖Zf (ω)e−iω
T
2 − P (iω)‖L∞(ω∗,ω∗) <

η

2
.

Applying the control w(t) := −P (∂t)δT/2(t) in (9) with Z0 = 0, we get

Z(T, ω) = −F [w](ω)eiωT = P (iω)e−iω
T
2 eiωT = P (iω)eiω

T
2

thus,
‖Z(T )− Zf‖L∞(ω∗,ω∗) <

η

2
.

Now, let us smooth this control candidate in order to provide a smooth control. Let g ∈
C∞c ((−1, 1),R+) such that

∫
R g = 1. For ε ∈ (0, T/2), the function

gε(t) :=
1
ε
g

(
t− T/2

ε

)
is supported in (0, T ). Applying the control wε(t) := −P (∂t)gε(t) in (8), we get

Z(T, ω) = P (iω)ĝε(ω)eiωT .

Noticing that

ĝε(ω)− e−iω
T
2 =

∫ 1

−1

g(y)[e−iωεy − 1]dy e−iω
T
2 ,

we get

‖P (iω)[ĝε(ω)− e−iω
T
2 ]‖L∞(ω∗,ω∗) 6 ‖P (iω)‖L∞(ω∗,ω∗)‖ĝε(ω)− e−iω

T
2 ‖L∞(ω∗,ω∗) → 0

when ε→ 0. Thus, for ε small enough,

‖Z(T )− Zf‖L∞(ω∗,ω∗) < η.�

3 Non exact controllability with bounded controls
In this section, we study the reachable set from M(0) ≡ e3 for (1) with bounded controls
(u, v) ∈ L2((0, T ),R2). Notice that, when M(0) ≡ e3 and w is small enough in L1(0, T ),
then z(t, ω) > 0 for every (t, ω) ∈ (0, T )× R and

Z(t, ω) = −
∫ t

0

w(τ)
√

1− |Z(τ, ω)|2e−iωτdτeiωt,∀(t, ω) ∈ [0, T ]× R. (10)

3.1 Case ω∗ = −∞, ω∗ = +∞
In this section, we take ω∗ = −∞, ω∗ = +∞. In a first subsection we precise the functional
framework in which (10) is well posed. In a second subsection, we prove that the reachable
set from zero, with bounded controls (u, v) in L2((0, T ),R2) is a strict submanifold of some
functional space that does not coincide with its tangent space at zero. In particular, (3) is
not locally controllable with bounded controls (u, v) in L2((0, T ),R2).
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3.1.1 Solutions on [0, T ]

Proposition 3 Let T > 0 and R := 1/(2
√
T ). For every w ∈ L2(0, T ) with ‖w‖L2(0,T ) < R,

there exists a unique Z ∈ C0([0, T ], L2(R)) ∩ C0
b ([0, T ]× R) solution of (10) and it satisfies

‖Z‖L∞((0,T )×R) 6
√
T‖w‖L2(0,T ), (11)

‖Z‖C0([0,T ],L2(R)) 6 2
√

2π‖w‖L2(0,T ). (12)

Moreover, for every w1, w2 ∈ L2(0, T ) with ‖w1‖L2(0,T ) < R and ‖w2‖L2(0,T ) < R, we have

‖Z1 − Z2‖L∞((0,T )×R) 6 2
√
T‖w1 − w2‖L2(0,T ), (13)

‖Z1 − Z2‖C0([0,T ],L2(R)) 6 4
√

2π‖w1 − w2‖L2(0,T ), (14)

where, for j ∈ {1, 2}, Zj denotes the unique solution of (10) for w := wj.

Proof of Proposition 3: Let T > 0 and c := 1/
√

3, which is chosen so that

|f ′(x)| 6 c,∀x ∈ [0, 1/2], where f(x) :=
√

1− x2. (15)

Let w ∈ L2(0, T ) be such that ‖w‖L2(0,T ) < R. We apply the Banach fixed point theorem
to the map Θ defined on

B := C0([0, T ], L2(R)) ∩ C0([0, T ]× R, BC(0, 1/2))

by Θ(ξ) = Z where

BC(0, 1/2)) := {ξ ∈ C; |z| 6 1/2},

Z(t, ω) = −
∫ t

0

w(τ)
√

1− |ξ(τ, ω)|2e−iωτdτeiωt,∀(t, ω) ∈ [0, T ]× R.

Note that B is a nonempty closed subset of the Banach space C0([0, T ], L2(R)).
First step: Θ takes its values in B because R

√
T 6 1/2.

Let ξ ∈ B and Z := Θ(ξ). The Cauchy-Schwarz inequality leads to

|Z(t, ω)| 6 ‖w‖L1(0,T ) 6
√
T‖w‖L2(0,T ) 6

√
TR 6 1/2. (16)

Thus Z ∈ C0([0, T ]× R, BC(0, 1/2)). Thanks to the decomposition

Z(t, ω) = −F [τ−tw|[0,t]](ω)−
∫ t

0

w(τ)
(√

1− |ξ(τ, ω)|2 − 1
)
e−iωτdτeiωt, (17)

where τa(ϕ)(s) := ϕ(s−a), thanks to the Plancherel theorem, (15) and the Cauchy-Schwarz
inequality, we get

‖Z(t)‖L2(R) 6
√

2π‖w‖L2(0,T ) +
(∫

R

∣∣∣ ∫ t0 w(τ)
(√

1− |ξ(τ, ω)|2 − 1
)
e−iωτdτ

∣∣∣2dω)1/2

6
√

2π‖w‖L2(0,T ) +
(∫

R ‖w‖
2
L2(0,T )

∫ t
0
c2|ξ(τ, ω)|2dτdω

)1/2

6 ‖w‖L2(0,T )

(√
2π + c

√
T‖ξ‖C0([0,T ],L2(R))

)
,

(18)
so Z(t) ∈ L2(R) for every t ∈ [0, T ]. In the right-hand side of (17), the first term belongs
to C0([0, T ], L2(R)) and the second term also, as one can prove by applying the dominated
convergence theorem with the following domination, that holds for every (t, ω) ∈ [0, T ]×R,

∣∣∣ ∫ t

0

w(τ)
(√

1− |ξ(τ, ω)|2 − 1
)
e−iωτdτ

∣∣∣ 6 c‖w‖L2(0,T )

(∫ T

0

|ξ(τ, ω)|2
)1/2

.
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Second step: Θ is a contraction on B because c
√
TR < 1.

Let ξ1, ξ2 ∈ B, Z1 := Θ(ξ1) and Z2 := Θ(ξ2). We have

(Z1 − Z2)(t, ω) = −
∫ t

0

w(τ)
(√

1− |ξ1(τ, ω)|2 −
√

1− |ξ2(τ, ω)|2
)
e−iωτdτeiωt.

Using (15) and the Cauchy-Schwarz inequality, we get

‖Z1 − Z2‖L∞((0,T )×R) 6 ‖w‖L1(0,T )c‖ξ1 − ξ2‖L∞((0,T )×R) 6 c
√
TR‖ξ1 − ξ2‖L∞((0,T )×R).

Working as in (18), we also get

‖(Z1 − Z2)(t, .)‖L2(R) 6 c
√
TR‖ξ1 − ξ2‖C0([0,T ],L2(R)),∀t ∈ [0, T ].

Third step: Proof of (11) and (12) thanks to c
√
TR 6 1/2.

Since c
√
TR 6 1/2, the inequalities (11) and (12) are consequences of (16) and (18) with

ξ = Z.

Fourth step: Proof of (13) and (14) thanks to c
√
TR 6 1/2.

Using the decomposition

(Z1 − Z2)(t, ω) = −
∫ t
0
(w1 − w2)(τ)

√
1− |Z1(τ, ω)|2e−iωτdτeiωt

−
∫ t
0
w2(τ)

(√
1− |Z1(τ, ω)|2 −

√
1− |Z2(τ, ω)|2

)
e−iωτdτeiωt,

the Cauchy-Schwarz inequality and (15), we get

|(Z1 − Z2)(t, ω)| 6
√
T‖w1 − w2‖L2(0,T ) + c

√
TR‖Z1 − Z2‖L∞((0,T )×R),∀(t, ω) ∈ [0, T ]× R

which, since c
√
TR 6 1/2, leads to

‖Z1 − Z2‖L∞((0,T )×R) 6 2
√
T‖w1 − w2‖L2(0,T ).

Using the decomposition

(Z1 − Z2)(t, ω) = −F [τ−t(w1 − w2)|[0,t]](ω)
−
∫ t
0
(w1 − w2)(τ)

(√
1− |Z1(τ, ω)|2 − 1

)
e−iωτdτeiωt

−
∫ t
0
w2(τ)

(√
1− |Z1(τ, ω)|2 −

√
1− |Z2(τ, ω)|2

)
e−iωτdτeiωt,

and working as in (18), we get

‖(Z1 − Z2)(t)‖L2(R) 6
√

2π ‖w1 − w2‖L2(0,T ) + ‖w1 − w2‖L2(0,T )c
√
T‖Z1‖C0([0,T ],L2(R))

+‖w2‖L2(0,T )c
√
T‖Z1 − Z2‖C0([0,T ],L2(R)).

Thus, using (12) and c
√
TR 6 1/2, we get

‖Z1 − Z2‖C0([0,T ],L2(R)) 6 2
√

2π
(
1 + 2c

√
TR
)
‖w1 − w2‖L2(0,T ) 6 4

√
2π‖w1 − w2‖L2(0,T ).

This shows the existence the existence part of Proposition 3 and the uniqueness if one
requires that Z takes its values in BC(0, 1/2). The uniqueness without assuming this last
assumption can be easily obtained from the previous study by noticing that this study
implies that, if two solutions are equal on [0, τ ] with τ ∈ [0, T ), then there are equal [0, τ ′]
for τ ′ > τ . �
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3.1.2 Structure of the reachable set from zero in time T

The goal of this section is the proof of the following result, where

BR[L2(0, T )] := {w ∈ L2(0, T ); ‖w‖L2(0,T ) < R}.

Theorem 2 Let T > 0 and R := 1/(4
√

3T ). The image of the end point map

FT : BR[L2(0, T )] → L2 ∩ C0
b (R)

w 7→ Z(T, .) where Z solves (10), (19)

is a strict submanifold of L2 ∩C0
b (R) of infinite codimension that does not coincide with its

tangent space at zero.

The proof of Theorem 2 relies on the following results (see [15, Theorem 73.E and
Corollary 73.45, Chapter 73]).

Theorem 3 Let M and N be two Ck-Banach manifolds with chart space over R and k ∈
{∞} ∪ N \ {0}. Let F : M → N be a map of class Ck. If F is a Ck embedding, then
S := F (M) is a submanifold of N and in particular a Ck-Banach manifold.

Theorem 4 Under the same assumptions as in Theorem 3, if F is an injective Ck immer-
sion and if F is closed, then F is a Ck embedding.

Proof of Theorem 2: We take M := BR[L2(0, T )] and N := L2 ∩ C0
b (R). They are

both C∞-Banach manifolds as open subsets of Banach spaces. The continuity of FT is a
consequence of (13) and (14). With similar manipulations as in the proof of (13) and (14),
one can prove that FT is C1 and dFT (w).W = ξ(T, .) where ξ is defined by

ξ(t, ω) = −
∫ t
0
W (τ)

√
1− |Z(τ, ω)|2e−iωτdτeiωt

+
∫ t
0
w(τ)

<[Z(τ, ω)ξ(τ, ω)]√
1− |Z(τ, ω)|2

e−iωτdτeiωt,∀(t, ω) ∈ [0, T ]× R.
(20)

We use the same notation c as in the previous proof (see (15)).

First step: FT is injective on BR[L2(0, T )] because 6c
√
TR < 1.

Let w1, w2 ∈ BR[L2(0, T )] be such that FT (w1) = FT (w2). From∫ T

0

w1(t)
√

1− |Z1(t, ω)|2e−iωtdt =
∫ T

0

w2(t)
√

1− |Z2(t, ω)|2e−iωtdt,

we deduce

F [w1 − w2](ω) =
∫ T
0

(w2 − w1)(t)
(√

1− |Z2(t, ω)|2 − 1
)
e−iωtdt

+
∫ T
0
w1(t)

(√
1− |Z2(t, ω)|2 −

√
1− |Z1(t, ω)|2

)
e−iωtdt.

Considering the L2(R)-norm of both sides, using Plancherel equality and working as in (18)
we get

√
2π‖w1 − w2‖L2(0,T ) 6 ‖w2 − w1‖L2(0,T )c

√
T‖Z2‖C0([0,T ],L2(R))

+‖w1‖L2(0,T )c
√
T‖Z1 − Z2‖C0([0,T ],L2(R)).

Using (12) and (14), we deduce
√

2π‖w1 − w2‖L2(0,T ) 6 6c
√

2π
√
TR‖w1 − w2‖L2(0,T ),
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which gives the conclusion, because 6c
√
TR < 1.

Second step: FT is an immersion because 6c
√
TR < 1.

Let w ∈ BR[L2(0, T )] and W ∈ L2(0, T ) be such that dFT (w).W = 0. Thanks to (20), we
have

F [W ](ω) = −
∫ T
0
W (τ)

(√
1− |Z(τ, ω)|2 − 1

)
e−iωτdτ

+
∫ T
0
w(τ)

<[Z(τ, ω)ξ(τ, ω)]√
1− |Z(τ, ω)|2

e−iωτdτ,∀ω ∈ R.

Considering the L2(R)-norm of both sides and working as in (18) we get
√

2π‖W‖L2(0,T ) 6 ‖W‖L2(0,T )c
√
T‖Z‖C0([0,T ],L2(R)) + ‖w‖L2(0,T )c

√
T‖ξ‖C0([0,T ],L2(R))

Admitting the following inequality,

‖ξ‖C0([0,T ],L2(R)) 6 4
√

2π‖W‖L2(0,T ), (21)

and using (12), we get
√

2π‖W‖L2(0,T ) 6 6c
√

2π
√
TR‖W‖L2(0,T ),

which gives the conclusion because 6c
√
TR < 1. Now, let us prove (21). Using the decom-

position
ξ(t, ω) = −F [τ−tW ](ω)

−
∫ t
0
W (s)

(√
1− |Z(s, ω)|2 − 1

)
e−iωsdseiωt

+
∫ t
0
w(s)

<[Z(s, ω)ξ(s, ω)]√
1− |Z(s, ω)|2

e−iωsdseiωt,

and working as in (18), we get

‖ξ(t)‖L2(R) 6
√

2π‖W‖L2(0,T ) + ‖W‖L2(0,T )c
√
T‖Z‖C0([0,T ],L2(R))

+ ‖w‖L2(0,T )c
√
T‖ξ‖C0([0,T ],L2(R)).

Using (12) and c
√
TR 6 1/2, we get (21).

Third step: FT is a closed map because 6c
√
TR 6 1/2.

Let A be a closed subset of BR[L2(0, T )]. Let (Zn(T, .) = FT (wn))n∈N be a sequence of
FT (A) that converges to Z∞(.) in L2 ∩ C0

b (R). In order to prove that Z∞ ∈ FT (A), we
prove that (wn)n∈N is a Cauchy sequence in L2(0, T ). For every n ∈ N, we have

Zn(T, ω) = −F [τ−Twn](ω)−
∫ T

0

wn(t)
(√

1− |Zn(t, ω)|2 − 1
)
e−iωtdteiωT ,

so, for n, p ∈ N, we have

F [τ−T (wn − wp)](ω) = (Zp − Zn)(T, ω)
−
∫ T
0

(wn − wp)(t)
(√

1− |Zn(t, ω)|2 − 1
)
e−iωtdteiωT

−
∫ T
0
wp(t)

(√
1− |Zn(t, ω)|2 −

√
1− |Zp(t, ω)|2

)
e−iωtdteiωT .

Considering the L2(R)-norm of each side, using the Plancherel equality and working as in
(18), we get

√
2π‖wn − wp‖L2(0,T ) 6 ‖(Zn − Zp)(T )‖L2(R)

+‖wn − wp‖L2(0,T )c
√
T‖Zn‖C0([0,T ],L2(R))

+‖wp‖L2(0,T )c
√
T‖Zn − Zp‖C0([0,T ],L2(R)).
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Using (12) and (14), we get
√

2π‖wn − wp‖L2(0,T ) 6 ‖(Zn − Zp)(T )‖L2(R) + 6c
√

2π
√
TR‖wn − wp‖L2(0,T ).

which gives the conclusion because 6c
√
TR = 1/2.

Fourth step: The manifold S := FTBR[L2(0, T )] does not coincide with its tangent space
at zero.
We have

dFT (0).W = −F [τ−TW ]

thus
T0S = F [L2((−T, 0))].

Let us compute the third order development of FT around 0,

w(t) = εW1(t) + ε2W2(t) + ε3W3(t) + ...

Z(t, ω) = εZ1(t, ω) + ε2Z2(t, ω) + ε3Z3(t, ω) + ...

Since, as ε→ 0,√
1− |εZ1 + ε2Z2 + ε3Z3|2 =

√
1− ε2|Z1|2 + o(ε2) = 1− 1

2
ε2|Z1|2 + o(ε2),

we have
Z1(t, ω) = −F [τ−t(W1)|[0,t]](ω),

Z2(t, ω) = −F [τ−t(W2)|[0,t]](ω),

Z3(t, ω) = −F [τ−t(W3)|[0,t]](ω)− 1
2

∫ t

0

W1(τ)|Z1(τ, ω)|2e−iωτdτeiωt.

We want to prove the existence of W1 ∈ L2(0, T ) such that the map

ω 7→
∫ T

0

W1(τ)|Z1(τ, ω)|2e−iωτdτ

does not belong to F [L2(0, T )]. Using the explicit expression of Z1, the change of variable
σ2 → x = τ + σ1 − σ2 and Fubini’s theorem, we get∫ T

0
W1(τ)|Z1(τ, ω)|2e−iωτdτ

=
∫ T
0
W1(τ)

( ∫ τ
0
W1(σ1)e−iωσ1dσ1

)( ∫ τ
0
W1(σ2)eiωσ2dσ2

)
e−iωτdτ

=
∫ T
τ=0

∫ τ
σ1=0

∫ τ
σ2=0

W1(τ)W1(σ1)W1(σ2)e−iω(τ+σ1−σ2)dσ2dσ1dτ

=
∫ T
τ=0

∫ τ
σ1=0

∫ σ1+τ

x=σ1
W1(τ)W1(σ1)W1(τ + σ1 − x)e−iωxdxdσ1dτ

= F [ΦW1 ](ω)

where

ΦW (x) :=

{ ∫ T
τ=0

∫min{τ,x}
σ1=max{0,x−τ}W (τ)W (σ1)W (τ + σ1 − x)dσ1dτ if x ∈ (0, 2T )

0 if x /∈ (0, 2T ).

Computing the map Φ1 associated to W = 1[0,T ], we get Φ1(3T/2) = T 2/16 thus, for ε small
enough, FT (ε1[0,T ]) /∈ T0S. �
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3.2 Case −∞ < ω∗ < ω∗ < +∞
The goal of this section is the proof of the following result.

Theorem 5 (i) Let T > 0, u, v ∈ L2(0, T ) and M be the solution of{
∂M
∂t (t, ω) = [ωΩz + u(t)Ωx + v(t)Ωy]M(t, ω), (t, ω) ∈ (0, T )× C,
M(0, ω) = e3.

(22)

Then ω ∈ C 7→ Z(T, ω) is holomorphic.
(ii) Let T > 0 and R := 1/(4

√
3T ). There exists Zf : (ω∗, ω∗) → C analytic such that,

for every ε∗ > 0, there exists ε ∈ (0, ε∗) such that, for every w ∈ BR[L2(0, T )], the solution
of (3) satisfies Z(T ) 6= εZf .

As a consequence, there are arbitrarily small analytic targets on (ω∗, ω∗) that cannot be
reached exactly in finite time, with controls having a prescribed L2-bound.

Proof of Theorem 5: (i). Let T > 0, u, v ∈ L2(0, T ) and M be the solution of (22).
We introduce the functions M1,M2 : [0, T ]× R× R → R3 defined by

M1(t, ω1, ω2) := <[M(t, ω1 + iω2)], M2(t, ω1, ω2) := <[M(t, ω1 + iω2)].

The function M̃(t, ω1, ω2) := (M1(t, ω1, ω2),M2(t, ω1, ω2))t solves an equation of the form

∂M̃

∂t
= f(t, M̃ , ω1, ω2). (23)

The map f is measurable, of class C1 with respect to (M̃, ω1, ω2) ∈ R6×R×R and satisfies

|f(t, M̃ , ω1, ω2)| 6 (|ω1|+ |ω2|+ |u|+ |v|)|M̃ |

|f
M̃

(t, M̃ , ω1, ω2)| 6 |ω1|+ |ω2|+ |u|+ |v|

|fω1(t, M̃ , ω1, ω2)| 6 |M̃ |, |fω2(t, M̃ , ω1, ω2)| 6 |M̃ |.

Thus M̃ has partial derivatives with respect to ω1 and ω2. (To check that, one can, for
example, adapt the proof of [8, Theorem 4.1, chap. 4, page 100].) Let us prove that they
satisfy the Cauchy-Riemann relations, in order to get the holomorphy of ω ∈ C 7→M(T, ω).
We introduce the notation

Yk,l(t, ω1, ω2) :=
∂Mk

∂ωl
(t, ω1, ω2), for k, l ∈ {1, 2}.

Differentiating the system (23) with respect to ω1 and ω2, we get
∂(Y11−Y22)

∂t = A(t, ω1)(Y11 − Y22)−B(ω2)(Y12 + Y21),
∂(Y12+Y21)

∂t = A(t, ω1)(Y12 + Y21) +B(ω2)(Y11 − Y22),
(Y11 − Y22)(0, ω1, ω2) = 0,
(Y12 + Y21)(0, ω1, ω2) = 0,

where

A(t, ω1) :=

 0 −ω1 v(t)
ω1 0 −u(t)

−v(t) u(t) 0

 and B(ω2) :=

 0 −ω2 0
ω2 0 0
0 0 0

 .

The uniqueness of the solution of the Cauchy problem ensures that Y11 = Y22 and
Y12 = −Y21.
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(ii) Let Zf : R → C be an analytic function that does not belong to the tangent space
of the image of FT at zero (i.e. which is not the Fourier transform of an a function in
L2((−T, 0))). Then, for every ε∗ > 0, there exists ε ∈ (0, ε∗) such that εZf does not belong
to the image of FT . Thanks to (i), reaching εZf on (ω∗, ω∗) in time T with controls u and
v in L2((0, T ),R) is equivalent to reaching it on R. But εZf does not belong to the image
of FT . Therefore εZf cannot be reached on (ω∗, ω∗), in time T , with controls u and v in
BR[L2((0, T ),R)]. �

4 Ensemble controllability with unbounded controls
In this section, we take −∞ < ω∗ < ω∗ < +∞. The goal of this section is to complete
the very interesting arguments of [9, 10, 11] with functional analysis ideas, to prove the
ensemble controllability of (3), (i.e. the approximate controllability of (3) in L2(ω∗, ω∗))
with unbounded controls. Actually, we prove a stronger result.

First, let us introduce the definition of solutions of (3) with Dirac controls.

Definition 1 Let b ∈ [0,+∞), β, γ ∈ R and M0 : (ω∗, ω∗) → S2. The solution of (3) with
M(0) = M0, u(t) = βδb(t), v(t) = γδb(t) is

M(t, ω) =
{

exp(ωΩzt)M0(ω) for t ∈ [0, b),
exp(ωΩz(t− b)) exp(βΩx + γΩy) exp(ωΩzb)M0(ω) for t ∈ (b,+∞),

i.e.
M(b+, ω) = exp(βΩx + γΩy)M(b−, ω).

Let

H1((ω∗, ω∗),S2) := {M ∈ H1((ω∗, ω∗),R3);M(ω) ∈ S2,∀ω ∈ (ω∗, ω∗)}.

Let also U [t;u, v,M0] denote the value at time t, of the solution of (3), with initial condition
M0 at time 0. Thus, U [t;u, v,M0] is a function of ω ∈ (ω∗, ω∗). Definition 1 is motivated
by the following result, which is a consequence of explicit expressions and the boundedness
of (ω∗, ω∗).

Proposition 4 For every β, γ ∈ R, we have

lim
ε→0

∥∥∥U[b+ ε;
β

ε
1[b,b+ε],

γ

ε
1[b,b+ε], .

]
− U [b+;βδb, γδb, .]

∥∥∥
L(H1((ω∗,ω∗),R3),H1((ω∗,ω∗),R3))

= 0.

Let us introduce the set D of finite sums of Dirac masses on [0,+∞). The goal of this
section is to prove the following result.

Theorem 6 Let M0 ∈ H1((ω∗, ω∗),S2). There exist (tn)n∈N ∈ [0,+∞)N, and
(un)n∈N, (vn)n∈N ∈ DN such that

U [t+n ;un, vn,M0] → e3 weakly in H1((ω∗, ω∗),R3).

Thanks to Proposition 4, one easily get, from Theorem 6 the following corollary.

Corollary 1 Let M0 ∈ H1((ω∗, ω∗),S2). There exist (tn)n∈N ∈ [0,+∞)N, and
(un)n∈N, (vn)n∈N ∈ L∞loc([0,+∞),R)N such that

U [tn;un, vn,M0] → e3 weakly in H1((ω∗, ω∗),R3).
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Thanks to the compactness of the injection H1(ω∗, ω∗) → L2(ω∗, ω∗), and the time
reversibility of (3), Theorem 6 and Corollary 1 give the ensemble controllability of (3)
(i.e. its approximate controllability, for the L2((ω∗, ω∗),R3)-norm, in finite time). These
statements also give the approximate controllability of (3), for the L∞((ω∗, ω∗),R3)-norm,
in finite time. The proof of Theorem 6 relies on the following Lemma, that will be proved
later on.

Lemma 1 (1) Let M ∈ H1((ω∗, ω∗),S2) be such that M ′ 6= 0. There exist T > 0, u, v ∈ D
such that

• one has
‖U [T+;u, v,M ]′‖L2 < ‖M ′‖L2 ,

• for every sequence (Mn)n∈N ∈ H1((ω∗, ω∗),S2)N satisfying

‖M ′
n‖L2 6 ‖M ′‖L2 ,∀n ∈ N (24)

and
Mn →M weakly in H1((ω∗, ω∗),R3) (25)

there exists an extraction ϕ such that

‖U [T+;u, v,Mϕ(n)]′‖L2 6 ‖M ′
ϕ(n)‖L2 ,∀n ∈ N.

(2) Let M ∈ S2 be such that M 6= e3. There exists θ ∈ [0, 2π) such that for some
(u, v) ∈ {(πδ1 + (π + θ)δ2, 0), (0, πδ1 + (π + θ)δ2)}, U [2+;u, v,M ] is constant over (ω∗, ω∗)
and

|U [2+;u, v,M ]− e3| < |M − e3|.

In section 4.1, we prove Theorem 6 thanks to functional analysis and Lemma 1, which is
proved in section 4.2 and 4.3. In section 4.2, we recall a preliminary result, which is already
presented in [9, 11]. In section 4.3, we deduce the proof of Lemma 1.

4.1 Proof of Theorem 6 thanks to Lemma 1
In this section, we deduce Theorem 6 from Lemma 1, using similar arguments as in [13].

Proof of Theorem 6 thanks to Lemma 1: Let M0 ∈ H1((ω∗, ω∗),S2) be such that
M0 6= e3 (otherwise tn ≡ 0 gives the conclusion). We introduce the set

K := {M̃ ∈ H1((ω∗, ω∗),S2); ∃(tn)n∈N ∈ [0,∞)N,∃(un)n∈N, (vn)n∈N ∈ DN

such that ‖U [t+n ;un, vn,M0]′‖L2 6 ‖M ′
0‖L2 ,∀n ∈ N

and U [t+n ;un, vn,M0] → M̃ weakly in H1((ω∗, ω∗),R3)}

and the quantity
m := inf{‖M̃ ′‖L2 ; M̃ ∈ K}.

Notice that K is not empty because it contains M0 (take tn ≡ 0).

First step: Let us prove the existence of e ∈ K such that ‖e′‖L2 = m.
Let (Mn)n∈N∗ ∈ KN∗ be such that ‖M ′

n‖L2 → m when n → +∞. Then (Mn)n∈N∗ is a
bounded sequence in H1((ω∗, ω∗),R3), thus, there exists e ∈ H1((ω∗, ω∗),S2) such that (up
to an extraction)

Mn → e weakly in H1 and strongly in L2. (26)

Then,
‖e′‖L2 6 lim inf

n→+∞
‖M ′

n‖L2 = m.
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Let us prove that e belongs to K, which gives the conclusion of the first step. For every
n ∈ N∗, Mn ∈ K so there exist (tpn)p∈N ∈ [0,+∞)N, (upn)p∈N, (vpn)p∈N ∈ DN such that

‖U [tp+n ;upn, v
p
n,M0]′‖L2 6 ‖M ′

0‖L2 ,∀p ∈ N,∀n ∈ N∗ (27)

and

U [tp+n ;upn, v
p
n,M0] →Mn weakly in H1 and strongly in L2, when p→ +∞,∀n ∈ N∗.

For every n ∈ N∗, we choose p = p(n) ∈ N such that

‖U [tp(n)+
n ;up(n)

n , vp(n)
n ,M0]−Mn‖L2 6

1
n
. (28)

The sequence (Yn := U [tp(n)+
n ;up(n)

n , v
p(n)
n ,M0])n∈N∗ is bounded in H1((ω∗, ω∗),R3) because

of (27). Thus, there exists e] ∈ H1((ω∗, ω∗),S2) such that (up to an extraction)

Yn → e] weakly in H1 and strongly in L2.

The definition of K ensures that e] belongs to K. Moreover, because of (26) and (28),
Yn → e strongly in L2((ω∗, ω∗),R3), thus (uniqueness of the strong L2 limit), e = e] and
e ∈ K.

Second step: Let us prove that m = 0.
Working by contradiction, we assume that m > 0. Then e′ 6= 0 thus, we can apply

Lemma 1 (1). There exist T > 0, u, v ∈ D such that

‖U [T+;u, v, e]′‖L2 < ‖e′‖L2 = m,

and an extraction ϕ such that, with the notations of the first step,

‖U [T+;u, v, Yϕ(n)]′‖L2 6 ‖Y ′ϕ(n)‖L2 ,∀n ∈ N. (29)

Let us prove that U [T+;u, v, e] belongs to K, which gives the contradiction.
Using (27) and (29), we have

‖U [T+;u, v, Yϕ(n)]′‖L2 6 ‖M ′
0‖L2 ,∀n ∈ N.

Thus, there exists e∗ ∈ H1((ω∗, ω∗),S2) such that (up to an extraction)

U [T+;u, v, Yϕ(n)] → e∗ weakly in H1 and strongly in L2.

Then, e∗ ∈ K, by definition of K. But we have

‖U [T+;u, v, Yϕ(n)]− U [T+;u, v, e]‖L2 = ‖Yϕ(n) − e‖L2 → 0 when n→ +∞,

thus U [T+, u, v, e] = e∗ (uniqueness of the strong L2 limit), and U [T+, u, v, e] ∈ K. This
ends the proof of the second step.

Third step. With a slight abuse of notations, let us still denotes by S2 the set of constant
functions from (−ω∗, ω∗) with values into S2. Thanks to the first and second steps, the set
K ∩ S2 is not empty, so we can consider

m̃ := inf{|M̃ − e3|; M̃ ∈ K ∩ S2}.

Working exactly as in the first step, one can prove that K ∩S2 is a closed subset of S2, thus
K ∩ S2 is compact and there exists ẽ ∈ K ∩ S2 such that |ẽ− e3| = m̃.
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Fourth step: Let us prove that m̃ = 0, which gives the conclusion.
Working by contradiction, we assume m̃ > 0. Then ẽ 6= e3 and we can apply Lemma 1

(2). There exists θ ∈ [0, 2π) such that, for some (u, v) ∈ {(πδ1 + (π+ θ)δ2, 0), (0, πδ1 + (π+
θ)δ2)}, U [2+;u, v, ẽ] is constant over (ω∗, ω∗) and

|U [2+;u, v, ẽ]− e3| < |ẽ− e3|.

Let us prove that U [2+;u, v, ẽ] belongs to K, which gives the contradiction.
First, we emphasize that explicit computations show that,

exp(πΩξ) exp(ωΩz) exp(πΩξ) = exp(−ωΩz),∀ξ ∈ {x, y}. (30)

Thus, for some ξ ∈ {x, y}, we have

U [2+;u, v, .] = exp((θ + π)Ωξ) exp(ωΩz) exp(πΩξ) exp(ωΩz)
= exp(θΩξ) exp(πΩξ) exp(ωΩz) exp(πΩξ) exp(ωΩz)
= exp(θΩξ) exp(−ωΩz) exp(ωΩz)
= exp(θΩξ).

Since ẽ ∈ K, there exist (sn)n∈N ∈ [0,+∞)N, (µn)n∈N, (νn)n∈N ∈ DN such that

‖U [s+n ;µn, νn,M0]′‖L2 6 ‖M ′
0‖L2 ,∀n ∈ N,

U [s+n ;µn, νn,M0] → ẽ weakly in H1.

Let Zn := U [s+n ;µn, νn,M0]. We have

U [2+;u, v, Zn] = exp(θΩξ)Zn.

Thus
‖U [2+;u, v, Zn]′‖L2 = ‖Z ′n‖L2 6 ‖M ′

0‖L2 ,∀n ∈ N

and U [2+;u, v, Zn] → exp(θΩξ)ẽ = U [2+;u, v, ẽ] weakly in H1. Thus U [2+;u, v, ẽ] ∈ K.�

4.2 The argument of [9, 11]
The goal of this section is to recall the proof of the following result, which is already presented
in [9, 11].

Proposition 5 Let P,Q ∈ R[X]. The flow of (3) can generate

I + τ [P (ω)Ωx +Q(ω)Ωy] + o(τ) when τ → 0,

with controls that are finite sums of Dirac masses. More precisely, for every ε > 0, there
exists τ∗ = τ∗(P,Q, ε) > 0 such that, for every τ ∈ [0, τ∗], there exist T > 0 and u, v ∈ D,
such that∥∥∥U [T+;u, v, .]−

(
I + τ [P (ω)Ωx +Q(ω)Ωy]

)∥∥∥
L(H1((ω∗,ω∗),R3),H1((ω∗,ω∗),R3))

6 ετ.

Remark 1 Let us explain why Proposition 5 may not be sufficient to prove the ensemble
controllability (i.e. the approximate L2(ω∗, ω∗)-controllability) of (3) with Dirac controls.

First, let us remark that, for every point M = (x(1), x(2), x(3)) ∈ S2, such that x(3) 6= 0,
then (ΩxM,ΩyM) is a basis of TS2M (the tangent space of S2 at M).

Let ε > 0 and M0 = (x0, y0, z0) ∈ L2((ω∗, ω∗),S2) be such that, z(ω) 6= 0 for almost
every ω ∈ (ω∗, ω∗). Following a classical strategy, we consider an homotopy

H : [0, 1] × (ω∗, ω∗) → S2

(s , ω) 7→ H(s, ω)
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such that H ∈ C1([0, 1], L2((ω∗, ω∗),S2)), H(0, ω) = M0(ω), H(1, ω) = e3, and we try to
reach e3 from M0 by following the path given by H. Since z 6= 0 a.e. on (ω∗, ω∗), there exist
f, g ∈ L2((ω∗, ω∗),R) such that

∂H

∂s
(0, ω) = f(ω)ΩxM0(ω) + g(ω)ΩyM0(ω).

Thanks to the Weierstrass theorem, there exist P,Q ∈ R[X] such that ‖f − P‖L2 < ε and
‖g−Q‖L2 < ε. Applying Proposition 5, one may follow (approximately) the direction given
by ∂H

∂s (0, ω), with a small amplitude τ∗, that depends on this direction.
If one wants to be sure to reach e3 in finite time, by iteration of this process, one would

need, at least, the independence of the amplitude τ∗ with respect to the direction (otherwise,
one may stop in the middle of the path). However the maximum amplitude τ∗ given by
Proposition 5 depends on the direction, through the choice of the polynomials P,Q.

Proof of Proposition 5: In this proof τ is a positive real number. By (30),

exp(πΩx) exp(ωΩzτ) exp(−πΩx) = exp(−ωΩzτ), (31)

and this evolution is generated, in time τ , by the controls u(t) = −πδ0(t) + πδτ (t), v ≡ 0.
The controls

u(t) =
√
τδ0(t)− (π +

√
τ)δ√τ (t) + πδ2

√
τ (t)

(resp. u(t) = −πδ0(t) + (π −
√
τ)δ√τ (t) +

√
τδ2

√
τ (t)),

v ≡ 0, generate in time 2
√
τ the evolution

U1(τ) := exp(πΩx) exp(ωΩz
√
τ) exp(−(π +

√
τ)Ωx) exp(ωΩz

√
τ) exp(Ωx

√
τ)

= exp(−ωΩz
√
τ) exp(−Ωx

√
τ) exp(ωΩz

√
τ) exp(Ωx

√
τ)

= I + τω[Ωz,Ωx] + o(τ)
= I + τωΩy + o(τ)

(resp.

U1(−τ) := exp(Ωx
√
τ) exp(ωΩz

√
τ) exp((π −

√
τ)Ωx) exp(ωΩz

√
τ) exp(−πΩx)

= exp(Ωx
√
τ) exp(ωΩz

√
τ) exp(−Ωx

√
τ) exp(−ωΩz

√
τ)

= I − τω[Ωz,Ωx] + o(τ)
= I − τωΩy + o(τ))

where we have used (31) to pass from the first to the second line. Here and in the following,
o(τ) denote quantities which tend to 0 in the L(H1((ω∗, ω∗),R3),H1((ω∗, ω∗),R3))-norm as
τ → 0+. In the same way, there exist controls, that are sums of Dirac masses, that generate
in time 6

√
τ the evolutions

U2(τ) := exp(−ωΩz
√
τ)U1(−τ) exp(ωΩz

√
τ)U1(τ)

= I + τ3/2ω2[Ωy,Ωz] + o(τ3/2)
= I − τ3/2ω2Ωx + o(τ3/2),

U2(−τ) := U1(τ) exp(ωΩz
√
τ)U1(−τ) exp(−ωΩz

√
τ)

= I − τ3/2ω2[Ωy,Ωz] + o(τ3/2)
= I + τ3/2ω2Ωx + o(τ3/2),

and in time 14
√
τ the evolutions

U3(τ) := exp(−ωΩz
√
τ)U2(−τ) exp(ωΩz

√
τ)U2(τ)

= I − τ2ω3[Ωz,Ωx] + o(τ2)
= I − τ2ω3Ωy + o(τ2),
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U3(−τ) := U2(τ) exp(ωΩz
√
τ)U2(−τ) exp(−ωΩz

√
τ)

= I + τ2ω3[Ωz,Ωx] + o(τ2)
= I + τ2ω3Ωy + o(τ2),

Thus, one can generate I ± τω2Ωx + o(τ) in time 6τ1/3, and I ± τω3Ωy + o(τ) in time
14τ1/4. Iterating this process, for every n ∈ N, one can generate I ± τω2nΩx + o(τ) and I ±
τω2n+1Ωy+o(τ) in a time Tn that behaves like 4nτ

1
2n . The same argument with Ωx replaced

by Ωy in Uj(τ), j > 1, shows that for every n ∈ N, one can generate I ± τω2n+1Ωx + o(τ)
and I ± τω2nωy + o(τ) in a time Tn that behaves like 4nτ

1
2n . Thus, for every P,Q ∈ R[X],

one can generate
I + τ [P (ω)Ωx +Q(ω)Ωy] + o(τ)

in finite time, by composing the previous evolutions. �

4.3 Proof of Lemma 1
The goal of this subsection is the proof of Lemma 1, thanks to the previous subsection.

Proof of Lemma 1:
Proof of (1) of Lemma 1. It is sufficient to prove this statement under the additional

assumption
z 6= 0. (32)

Indeed, let us assume that it is proved when (32) holds. Let M = (x, y, z) ∈ H1((ω∗, ω∗),S2)
be such that M ′ 6= 0 and z ≡ 0. Then x2 + y2 ≡ 1 thus x 6= 0 or y 6= 0. Let us assume, for
example, that y 6= 0. Thanks to (30), we have

U [2; 3π
2 δ0 + πδ1, 0, .] = exp(ωΩz) exp(πΩx) exp(ωΩz) exp( 3π

2 Ωx)
= exp(ωΩz) exp(πΩx) exp(ωΩz) exp(πΩx) exp(π2 Ωx)
= exp(ωΩz) exp(−ωΩz) exp(π2 Ωx)
= exp(π2 Ωx).

Thus the function

U [2;
3π
2
δ0 + πδ1, 0,M ] =

 x
0
y


has a non vanishing third component and the L2 norm of its derivative is the same one as
M . Applying Lemma 1 (1) to U [2; 3π

2 δ0 +πδ1, 0,M ], we get the conclusion of Lemma 1 (1)
for M .

Let M = (x, y, z) ∈ H1((ω∗, ω∗),S2) be such that M ′ 6= 0 and z 6= 0.

First step: Let us prove the existence of P,Q ∈ R[X], α > 0 and τ∗0 > 0 such that, for
every τ ∈ (0, τ∗0 ),

• one has ∥∥∥ d
dω

[(
I + τ [P (ω)Ωx +Q(ω)Ωy]

)
M
]∥∥∥2

L2
6 ‖M ′‖2L2 − τα, (33)

• for every sequence (Mn)n∈N ∈ H1((ω∗, ω∗),S2)N satisfying (24) and (25), there exists
an extraction ϕ such that∥∥∥ d

dω

[(
I + τ [P (ω)Ωx +Q(ω)Ωy]

)
Mϕ(n)

]∥∥∥2

L2
6 ‖M ′

ϕ(n)‖
2
L2 − τα,∀n ∈ N. (34)
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Developing the square, we get, for τ > 0 and P,Q ∈ R[X],∥∥∥ d
dω

[(
I + τ [P (ω)Ωx +Q(ω)Ωy]

)
M
]∥∥∥2

L2
= ‖M ′‖2L2 + 2τA(P,Q) + τ2B(P,Q),

∥∥∥ d
dω

[(
I + τ [P (ω)Ωx +Q(ω)Ωy]

)
Mn

]∥∥∥2

L2
= ‖M ′

n‖2L2 + 2τAn(P,Q) + τ2Bn(P,Q),

where A(P,Q), An(P,Q), B(P,Q), Bn(P,Q) are real constants. Straightforward computa-
tions give

A(P,Q) =
∫ ω∗
ω∗
〈 ddω
[
[P (ω)Ωx +Q(ω)Ωy]M(ω)

]
,M ′(ω)〉dω

=
∫ ω∗
ω∗

(
P ′[−zy′ + yz′] +Q′[zx′ − xz′]

)
dω.

We look for P,Q ∈ R[X] such that A(P,Q) < 0. Since A is a linear form in (P,Q) it is
sufficient to prove that A 6= 0. Working by contradiction, we assume A = 0. Thanks to the
density of polynomials in L2(ω∗, ω∗), we have

zy′ − yz′ = 0, zx′ − xz′ = 0. (35)

Let I be a nonempty connected component of {ω ∈ (ω∗, ω∗); z(ω) 6= 0}. Since z 6= 0, such
a I exists. By (35), there exist a, b ∈ R such that x(ω) = az(ω) and y(ω) = bz(ω), ∀ω ∈ I.
Since M takes values in S2, we have

1 = x(ω)2 + y(ω)2 + z(ω)2 = (a2 + b2 + 1)z(ω)2.

This shows that I = (ω∗, ω∗) and that M is constant over (ω∗, ω∗), which is in contradiction
with the assumption M ′ 6= 0. Therefore, there exist P,Q ∈ R[X] such that A(P,Q) < 0.

For every n ∈ N, we have

An(P,Q) =
∫ ω∗

ω∗

P ′(−zny′n + ynz
′
n) +Q′(znx′n − xnz

′
n).

Thanks to (25), there exists an extraction ϕ such that

Mϕ(n) →M weakly in H1 and strongly in L2.

Then Aϕ(n)(P,Q) → A(P,Q) when n→ +∞. Thus, we can assume that

Aϕ(n)(P,Q) <
3
4
A(P,Q),∀n ∈ N (36)

(otherwise take another extraction). We have√
B(P,Q) :=

∥∥∥ d
dω [P (ω)Ωx +Q(ω)Ωy]M

∥∥∥
L2

6 ‖P ′‖L2 + ‖Q′‖L2 + [‖P‖L∞ + ‖Q‖L∞ ]‖M ′‖L2 ,√
Bn(P,Q) :=

∥∥∥ d
dω [P (ω)Ωx +Q(ω)Ωy]Mn

∥∥∥
L2

6 ‖P ′‖L2 + ‖Q′‖L2 + [‖P‖L∞ + ‖Q‖L∞ ]‖M ′
n‖L2

6 ‖P ′‖L2 + ‖Q′‖L2 + [‖P‖L∞ + ‖Q‖L∞ ]‖M ′‖L2 .

Let τ∗0 = τ∗0 (M) > 0 be such that

τ∗0

(
‖P ′‖L2 + ‖Q′‖L2 + [‖P‖L∞ + ‖Q‖L∞ ]‖M ′‖L2

)2

<
|A(P,Q)|

2
.

Then, for every τ ∈ [0, τ∗0 ], we have (33) and (34) with α := −A(P,Q).

19



Second step: Conclusion.
Let P,Q be as in the first step. Let ε1 > 0 be such that

ε1‖M‖H1 <
α

2‖M ′‖L2
. (37)

Let τ∗ = τ∗(P,Q, ε1) be as in Proposition 5 and τ∗1 := min{τ∗, τ∗0 }. Thanks to Proposition
5, there exist T > 0, u, v ∈ L∞loc([0,+∞),R) such that∥∥∥U [T+;u, v, .]−

(
I + τ∗1 [P (ω)Ωx +Q(ω)Ωy]

)∥∥∥
L(H1,H1)

6 ε1τ
∗
1 . (38)

Then, using (38), (33) and (37), we get

‖U [T+;u, v,M ]′‖L2 6
∥∥∥ d
dω

[
U [T ;u, v,M ]−

(
I + τ [P (ω)Ωx +Q(ω)Ωy]

)
M
]∥∥∥
L2

+
∥∥∥ d
dω

[(
I + τ [P (ω)Ωx +Q(ω)Ωy]

)
M
]∥∥∥
L2

6 ε1τ
∗
1 ‖M‖H1 +

(
‖M ′‖2L2 − ατ∗1

)1/2

6 ε1τ
∗
1 ‖M‖H1 + ‖M ′‖L2 − ατ∗1

2‖M ′‖L2

< ‖M ′‖L2 .

Similarly, we have

‖U [T+;u, v,Mϕ(n)]′‖L2 6 ε1τ
∗
1 ‖Mϕ(n)‖H1 + ‖M ′

ϕ(n)‖L2 − ατ∗1
2‖M ′

ϕ(n)‖L2

6 ε1τ
∗
1 ‖M‖H1 + ‖M ′

ϕ(n)‖L2 − ατ∗1
2‖M ′‖L2

< ‖M ′
ϕ(n)‖L2 .

This ends the proof of the first statement of Lemma 1.

Proof of (2) of Lemma 1. Let M = (x, y, z) ∈ S2 be such that M 6= e3. Then x 6= 0
or y 6= 0. We assume, for example, that y 6= 0. Thanks to (30), we have

U [2+;πδ1 + (π + θ)δ2, 0, .] = exp((π + θ)Ωx) exp(ωΩz) exp(πΩx) exp(ωΩz)
= exp(θΩx) exp(πΩx) exp(ωΩz) exp(πΩx) exp(ωΩz)
= exp(θΩx) exp(−ωΩz) exp(ωΩz)
= exp(θΩx).

Thus,

U [2+;πδ1 + (π + θ)δ2, 0,M ] =

 1 0 0
0 cos(θ) − sin(θ)
0 sin(θ) cos(θ)

M.

We get the conclusion with θ ∈ [0, 2π) such that

U [2+;πδ1 + (π + θ)δ2, 0,M ] =

 x
0√

y2 + z2

 .�

5 Explicit controls for the asymptotic exact controllabil-
ity to e3

In this section, ω∗ = 0, ω∗ = π. We propose explicit controls realizing the asymptotic exact
controllability to −e3, locally around −e3.
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First, let us introduce some notations. For a function f : (−π, π) → C, we denote by
cn(f) its Fourier coefficients and by N(f) their l1-norm:

cn(f) :=
1
2π

∫ π

−π
f(ω)e−inωdω, N(f) :=

∑
n∈Z

|cn(f)|.

For a function f : (0, π) → C, we define

cn(f) := cn(f̃),∀n ∈ Z, N(f) := N(f̃),

where f̃ : (−π, π) → C, f̃(ω) := f(|ω|). For a vector valued map M = (x, y, z) : (0, π) → R3,
we define N(M) := N(x) +N(y) +N(z). Then, we have the following results.

Lemma 2 For every f, g : [0, π] → C such that N(f), N(g) <∞, we have

N(fg) 6 N(f)N(g). (39)

For every (x, y) ∈ L1((0, π),R2), we have, with Z := x+ iy,

1
2

(
N(x) +N(y)

)
6 N(Z) 6 N(x) +N(y). (40)

For every M : [0, π] → S2 such that N(M) < +∞ and z(ω) > 0,∀ω ∈ [−π, π], we have

N(z − 1) 6 2N(Z)2. (41)

If, moreover, N(Z) 6 1/4, then

1
2
N(Z) 6 N(M − e3) 6 3N(Z). (42)

As a consequence, for a map M : [0, π] → S2 such that N(Z) 6 1/4 and z > 0, the
quantity N(Z) measures the N -distance from M to e3.

Proof of Lemma 2: We have

N(fg) =
∑
n∈Z

|
∑
p∈Z

cn−p(f)cp(g)| 6
∑
p∈Z

|cp(g)|
∑
n∈Z

|cn−p(f)| = N(f)N(g).

The inequality (40) is a consequence of the triangular inequality because N(Z) = N(x+ iy)
and N(x) +N(y) = N((Z + Z)/2) +N((Z − Z)/2i).

Let M : [0, π] → S2 be such that N(M) < +∞ and z > 0. We have

N(z − 1) =
1
2π

∫ π

−π
1−

√
1− |Z̃(ω)|2dω +

∑
n∈Z−{0}

∣∣∣ 1
2π

∫ π

−π

√
1− |Z̃(ω)|2e−inωdω

∣∣∣.
Using 1−

√
1− x 6 x,∀x ∈ (0, 1),

√
1− x = 1 +

∑∞
p=1 αpx

p, that converges uniformly with
respect to x ∈ [0, δ] when δ < 1 and where αp < 0 for every p ∈ N∗ and (39), we get

N(z − 1) 6 ‖Z̃‖2L∞(0,2π) −
∞∑
p=1

αp
∑

n∈Z−{0}

∣∣∣ 1
2π

∫ π
−π |Z̃(ω)|2pe−inωdω

∣∣∣
6 N(Z)2 −

∞∑
p=1

αpN(|Z|2p)

6 N(Z)2 −
∞∑
p=1

αpN(Z)2p

6 N(Z)2 + 1−
√

1−N(Z)2
6 2N(Z)2.

Formula (42) is a direct consequence of the previous inequalities.�

The goal of this section is the proof of the following theorem.
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Theorem 7 There exists δ > 0 such that, for every M0 : [0, π] → S2 with N [Z0] < δ and
z0 < −1/2, there exists ε = ε(M0) > 0 such that, the solution of (3) with M(0) = M0,

u(t) :=
π

ε
1[k,k+ε](t)−

2k−1∑
p=1

=
(
c−k+p(Z0)

)1
ε
1[k+p,k+p+ε](t) +

π

ε
1[3k,3k+ε](t),

v(t) := −
2k−1∑
p=1

<
(
c−k+p(Z0)

)1
ε
1[k+p,k+p+ε](t),

where k = k(M0) ∈ N is such that ∑
|n|>k

|cn(Z0)| <
N(Z0)

4
, (43)

satisfies

N [Z(3k + ε)] <
N [Z0]

2
,

z(3k + ε) < −1/2.

By iterating this process, we find an increasing sequence (tn)n∈N ∈ [0,+∞)N and two
controls u, v ∈ L∞loc([0,+∞),R) such that

N [Z(tn)] <
1
2n
N [Z0].

Thus, ‖M(tn) + e3‖L∞ → 0 when n → +∞. These explicit controls provide the exact
asymptotic controllability to e3.

In section 5.1, we present the heuristic of the proof of Theorem 7. which is detailed in
section 5.2.

5.1 Heuristic
Let us sketch the proof of Theorem 7. It is inspired by the return method, introduced in
[5, 6] and already used for the control of quantum systems in [2, 4] (for other applications
see the book [7]). It consists here in going close to +e3 in order to delete the main Fourier
coefficients of the initial condition, and then to move back to −e3.

Notice that, when z > 0, the system (3) implies that

Ż(t, ω) = iωZ(t, ω)− w(t)
√

1− |Z(t, ω)|2, (t, ω) ∈ (0,+∞)× (0, π), (44)

ż(t, ω) = −<[w(t)Z(t, ω)], (t, ω) ∈ (0,+∞)× (0, π). (45)

We have
Z0(ω) =

∑
n∈Z

dne
inω, where dn := cn(Z0). (46)

Let k ∈ N∗ that will be chosen later on. On the time interval [0, k) we take w = 0, thus

Z(k−, ω) = Z0(ω)eikω =
∑
n∈Z

dne
i(n+k)ω and z(k−, ω) = z0(ω).

At time k, we apply the control w(t) = iπδk(t) in order to move close to +e3. Indeed,
thanks to Definition 1, we have

M(k+, ω) = exp(πΩx)M(k−, ω) =

 1 0 0
0 −1 0
0 0 −1

M(k−, ω),
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thus
Z(k+, ω) = Z(k−, ω) =

∑
n∈Z

dne
i(−n−k)ω and z(k+, ω) = −z(k−, ω).

On the time interval (k, 3k) we apply a control of the form

w(t) =
2k−1∑
p=1

wpδp+k(t),

where wp ∈ C. Approaching the nonlinear system (44) by its linearized system around
(Z ≡ 0, w ≡ 0), we get

Z(3k−, ω) ∼
(
Z(k+, ω)−

∫ 3k

k
w(t)e−iω(t−k)dt

)
ei2kω

∼

(∑
n∈Z

dne
i(−n−k)ω −

2k−1∑
p=1

wpe
−ipω

)
ei2kω.

(47)

Moreover, z stays close to +1 because the control applied is small. Choosing wp := dp−k,
we get

Z(3k−, ω) ∼
∑
|n|>k

dne
i(−n+k)ω.

Finally, at time 3k, we apply the control w(t) = iπδ3k(t) in order to return to −e3:

Z(3k+, ω) = Z(3k−, ω) ∼
∑
|n|>k

dne
i(n−k)ω

and z(3k+, ω) = −z(3k−, ω) is close to −1. Now, by choosing k = k(Z0) such that∑
|n|>k

|dn| <
1
2
N(Z0),

we get the existence of a time T = T (Z0) := 3k and a control w : [0, T ] → C such that
N [Z(T )] < N [Z0]/2.

Finally, the steps that need to be justified are

• the approximation of the nonlinear system by its linearized system in (47),

• the convergence, for the norm N , of the solutions of (3) when we approximate the
Dirac controls by controls in L∞loc.

5.2 Proof of Theorem 7
Let us recall that the solutions of (3) with Dirac controls have been defined in Definition 1,
and that we have the following result.

Proposition 6 Let β, γ ∈ R, M0 ∈ C0([0, π],S2) be such that N(M0) < +∞. Let M be the
solution of (3) with M(0) = M0, u(t) = βδ0(t), and v(t) = γδ0(t). For ε > 0, let Mε be the
(classical) solution of (3) with M(0) = M0, u(t) = (β/ε)1(0,ε)(t), and v(t) = (γ/ε)1(0,ε)(t).
Then

N(Mε(ε)−M(0+)) → 0 when ε→ 0. (48)
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Proof of Proposition 6: We have

Mε(ε, ω) = exp[ε|ω|Ωz + βΩx + γΩy]M0(ω), M(0+, ω) = exp[βΩx + γΩy]M0(ω).

One has

N(Mε(ε)−M(0+)) 6
+∞∑
n=1

an(ε)
n!

, (49)

with

an(ε) := N
(
[(ε|ω|Ωz + βΩx + γωy)n − (βΩx + γωy)n]M0(ω)

)
. (50)

Noticing that N(|ω|) < +∞, using (39) together with standard estimates and the Weier-
strass M -test, one easily sees that (48) follows from (49) and (50). �

Thanks to Proposition 6, Theorem 7 is a consequence of the following result.

Theorem 8 There exists δ > 0 such that, for every M0 : [0, π] → S2 with N [Z0] < δ and
z0 < −1/2, the solution of (3) with M(0) = M0,

u(t) := πδk(t)−
2k−1∑
p=1

=
(
c−k+p(Z0)

)
δk+p(t) + πδ3k(t),

v(t) := −
2k−1∑
p=1

<
(
c−k+p(Z0)

)
δk+p(t),

where k = k(M0) ∈ N is such that (43) holds, satisfies

N [Z(3k+)] <
1
2
N(Z0), (51)

z(3k+) < −1
2
. (52)

The key point of the proof of Theorem 8 is the following result.

Proposition 7 There exist C > 0 and C′ > 0 such that, for every d0 ∈ C with |d0| 6 1, for
every M0 = (x0, y0, z0) : [0, π] → S2 with N(Z0) 6 1 and z0 > 0, the solution of (3) with
M(0) = M0, v(t) = −<(d0)δ0(t), u(t) = =(d0)δ0(t) satisfies

N
(
Z(0+)− Z0 + d0

)
6 C|d0|max{|d0|, N(Z0)}, (53)

z(0+, ω) > z0(ω)− C′|d0|max{|d0|, N(Z0)}. (54)

Proof of Proposition 7: Let us write d0 = β0 + iγ0, with β0, γ0 ∈ R. We have

M(0+, ω) = exp[β0Ωx + γ0Ωy]M0(ω).

Using the decomposition

exp[β0Ωx + γ0Ωy] = I + β0Ωx + γ0Ωy +R, where ‖R‖ = O(|d0|2) as d0 → 0, (55)

we get
Z(0+, ω) = Z0(ω)− d0z0(ω) +R1x0(ω) +R2y0(ω) +R3z0(ω),
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where Rj ∈ C, |Rj | 6 C|d0|2 for j = 1, 2, 3, and C is a universal constant. Therefore, we
have

cn[Z(0+)− Z0 + d0] = d0cn[1− z0] +R1cn[x0] +R2cn[y0] +R3cn[z0],∀n ∈ Z.

Using (40) and (41), we get

N
(
Z(0+)− Z0 + d0

)
6 |d0|N(z0 − 1) + |R1|N(x0) + |R2|N(y0) + |R3|N(z0)
6 2|d0|N(Z0)2 + C|d0|2[2N(Z0) + 1 + 2N(Z0)2],

which gives (53) with C = 2 + 5C.
From (55) we get

z(0+, ω) = z0(ω) + <
(
d0Z0(ω)

)
+R′1x0(ω) +R′2y0(ω) +R′3z0(ω),

where R′j ∈ C, |R′j | 6 C ′|d0|2 for j = 1, 2, 3, where C ′ is another universal constant. Using
(40) and (41), we get

z(0+, ω) > z0(ω)− |d0||Z0(ω)| − C ′|d0|2[|x0(ω)|+ |y0(ω)|+ |z0(ω)|]
> z0(ω)− |d0|N(Z0)− C ′|d0|2[N(x0) +N(y0) +N(z0)]
> z0(ω)− |d0|N(Z0)− C ′|d0|2[2N(Z0) + 1 + 2N(Z0)2]

which gives (54) with C′ = 1 + 5C ′.�

Proof of Theorem 8: Let δ be such that

4Cδ < 1, C′δ < 1/2, δ ∈ (0, 1), (56)

where C, C′ are as in Proposition 7. Let M0, k, u, v be as in Theorem 8. We use the notation
(46).

First step: on [0,k]. We have (see the previous section)

Z(k+, ω) =
∑
n∈Z

dne
i(−n−k)ω and z(k+, ω) = −z0(ω). (57)

Second step: on (k,3k). Let us prove by induction on p ∈ {0, ..., 2k − 1} that for every
p ∈ {0, ..., 2k − 1}, we have

(Hp): N
[
Z
(
(k + p)+

)
−
∑
n∈Z−{−k+1,...,−k+p} dne

i(−n−k+p)|ω|
]

6 C[|d−k+1|+ ...+ |d−k+p|]N(Z0),
(58)

(H ′
p): z((k + p)+, ω) > −z0(ω)− C′[|d−k+1|+ ...+ |d−k+p|]N(Z0). (59)

Notice that (H2k−1) and (56) provide

N
[
Z
(
3k−

)
−

∑
n∈Z,|n|>k

dne
i(−n+k)|ω|

]
6 CN(Z0)2,

thus, thanks to (56) and (43), we have

N [Z(3k−)] < N [Z0]/2. (60)

We also have, thanks to (H ′
2k−1) and (56)

z(3k−, ω) = z((3k − 1)+, ω) > −z0(ω) + C′δ2 > 0
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thus
z(3k−, ω) =

√
1− |Z(3k+, ω)|2 >

√
1− δ/2 > 1/2. (61)

The properties (H0) and (H ′
0) come from (57). Now, let p ∈ {1, ..., 2k − 1} and let us

assume that (Hp−1) and (H ′
p−1) hold. Thanks to (Hp−1) and (56), we have

N [Z((k + p)−)] = N [Z((k + p− 1)+)] 6 N [Z0] 6 δ 6 1

and thanks to (H ′
p−1) we have

z((k + p)−, ω) = z((k + p− 1)+, ω) > −z0(ω)− C′N(Z0)2 >
1
2
− 1

2
= 0

thus we can apply Proposition 7. Thanks to Proposition 7 and (Hp−1), we get

N
[
Z
(
(k + p)+

)
−

∑
n∈Z−{−k+1,...,−k+p}

dne
i(−n−k+p)ω

]
6 N

[
Z
(
(k + p)+

)
− Z

(
(k + p)−

)
+ d−k+p

]
+N

[
Z
(
(k + p)−

)
−

∑
n∈Z−{−k+1,...,−k+p−1}

dne
i(−n−k+p)ω

]
6 C|d−k+p|N [Z((k + p)−)]

+N
[
Z
(
(k + p− 1)+

)
−

∑
n∈Z−{−k+1,...,−k+p−1}

dne
i(−n−k+p−1)ω

]
6 C|d−k+p|N [Z0] + C[|d−k+1|+ ...+ |d−k+p−1|]N(Z0),

which proves (Hp). Thanks to Proposition 7 and (H ′
p−1), we get

z((k + p)+, ω) > z((k + p)−, ω)− C′|d−k+p|N [Z((k + p)−)]
> z((k + p− 1)+, ω)− C′|d−k+p|N [Z0]
> −z0(ω)− C′[|d−k+1 + ...+ |d−k+p−1|+ |d−k+p|]N [Z0].

Third step: at 3k. We have Z(3k+, ω) = Z(3k−, ω) and z(3k+, ω) = −z(3k−, ω), thus
(60) and (61) give (51) and (52). �

6 Comparison
In this section, we compare the control results and processes presented in sections 4 and 5.

First, let us compare the statements of Theorems 6 (or Corollary 1) and 7. On one hand,
the statement of Theorem 6 is stronger than the one of Theorem 7 because it is global and it
gives the approximate controllability of (3) for the norms ‖.‖Hs ,∀s < 1 (whereas Theorem
7 only provides the approximate controllability for N). On the other hand, Theorem 7 is
stronger than Theorem 6 because it needs less regular initial data.

Now, let us compare the control processes detailed in the proof of Theorems 6 and 7.
Given M0 ∈ H1((ω∗, ω∗),S2), the proofs of Lemma 1 and Proposition 5 give an explicit way
to find T > 0, u, v,∈ D such that

‖U [T+;u, v,M0]′‖L2 < ‖M ′
0‖L2 .

Iterating this process, we produce a sequence of reachable points (Mn)n∈N ⊂
H1((ω∗, ω∗),S2) such that (‖M ′

n‖L2)n∈N decreases. We expect that ‖M ′
n‖L2 → 0 when

n→ +∞, and once this norm is small enough, we apply a control given in Lemma 1 (2) to
go closer to e3. However, the sequence (M ′

n)n∈N may not converge to 0. Thus, the control
process presented in section 4 is not completely satisfying from a practical point of view.
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Moreover, even if the sequence (M ′
n)n∈N converges to 0 in L2((ω∗, ω∗),R3), the control-

lability process may take a long time (in particular the controllability time is not a priori
bounded by a quantity depending only on ‖M0‖H1) and cost a lot (because at each step,
one has to compute new controls u and v and because the commands proposed in the proof
of Proposition 5 involve many trips between −e3 and +e3).

On the contrary, the controllability process presented in section 5 works within a time T
which is explicit, with controls u, v that are also explicit in terms of the Fourier coefficients
of M0, and needs only two trips between ±e3. Thus, the time and the cost are well known.

Let us compare the time and the cost involved by the two controllability processes on a
particular example. We take (ω∗, ω∗) = (0, π/2), and an initial data of the form

M0(ω) =

 εxε(ω)
0√

1− ε2xε(ω)2


where ε > 0 is small,

xε(ω) =
N∑
k=1

ak(ε) cos((2k − 1)ω) + cos((2N + 1)ω),∀ω ∈ (0, π/2), (62)

and (ak(ε))16k6N ∈ RN are such that∫ π/2

0

x′ε(ω)√
1− ε2xε(ω)2

ωKdω = 0,∀K ∈ {0, ..., N − 1}. (63)

We will prove later the existence of such coefficients. We want to reach e3.

Let us apply the strategy presented in section 4, to find explicit T > 0, u, v ∈ D such
that

‖U [T+;u, v,M0]′‖L2 < ‖M ′
0‖L2 .

One needs a polynomial Q ∈ R[X] such that∫ π/2

0

(zx′ − z′x)Qdω < 0.

Then, deg(Q) > N , because of (63). Thanks to the proof of Lemma 1, there exists τ∗ =
τ∗(Q, xε) > 0 and α > 0 such that, for every τ ∈ (0, τ∗), there exist T > 0, u, v ∈ D such
that

‖U [T+;u, v,M0]′‖2L2 6 ‖M ′
0‖2L2 − ατ.

However τ∗ cannot be quantified, thus, we do not know the size of the decrease. Moreover,
as emphasized in the proof of Proposition 5, the time of control T satisfies T > 2Nτ1/N

(time needed to generate I+τωNΩx+o(τ)) and one makes more than 2N trips between ±e3
(just count how many times the matrices exp(πΩx) or exp(πΩy) appear in the generation
of I + τωNΩx + o(τ) in the proof of Proposition 5).

With the strategy of section 5 taking the same explicit expression for M0 on (−π, π), we
know the existence of ε∗ > 0 such that, for every ε ∈ (0, ε∗), the explicit controls

u(t) := πδ2N+1(t) + πδ6N+3(t),

v(t) := − ε
2

N∑
m=1

aN+1−m(ε)δ2N+1+2m(t)− ε

2

2N∑
m=N+1

am−N (ε)δ2N+1+2m(t),
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with the convention aN+1(ε) = a−N−1(ε) = 1, realize

N
[
U [(6N + 3)+;u, v,M0] + e3

]
<

1
2
N [M0 + e3].

Here, the controls are explicit, the time scales like 6N , we have a bound from below for the
decrease of the N -distance to e3, and the process needs only 2 trips between ±e3.

Now, let us prove the existence of the coefficients (ak(ε))16k6N .

Lemma 3 Let N ∈ N∗.
(i) The matrix A ∈MN (R) with coefficients

Ak,K :=
∫ π/2

0

(2k − 1) sin((2k − 1)ω)ωKdω, 1 6 k 6 N, 0 6 K 6 N − 1,

is invertible.
(ii) There exists ε∗ > 0 and a C1 map ε ∈ [0, ε∗] 7→ (ak(ε))16k6N ∈ RN such that

(62)-(63) hold.

Proof: (i) We assume that A is not invertible. Then, there exists (λ1, ..., λN ) ∈ RN−{0}
such that ∫ π/2

0

N∑
k=1

λk sin((2k − 1)ω)ωKdω = 0,∀0 6 K 6 N − 1. (64)

Let f(ω) :=
∑N
k=1 λk sin((2k − 1)ω) and 0 < ω1 < ... < ωL < π/2 be all the values of

the open interval (0, π/2) on which f vanishes and changes its sign. Then, the function
ω 7→ f(ω)(ω − ω1)...(ω − ωL) has a constant sign on (0, π/2) and it is not identically zero,
thus ∫ π/2

0

f(ω)(ω − ω1)...(ω − ωL)dω 6= 0.

The assumption (64) ensures that L > N . Thanks to trigonometric formulas, there exists
(µ1, ..., µN ) ∈ RN − {0} such that

f(ω) =
N∑
k=1

µk sin(ω)2k−1 = sin(ω)
N∑
k=1

µk sin(ω)2(k−1).

Since the quantities sin(ω1)2, ..., sin(ωN )2 are all different from zero (ω1, ...ωN ∈ (0, π/2)),
they provide N roots for the polynomial

N∑
k=1

µkX
(k−1)

that have a degree 6 (N − 1) and is different from zero. This is a contradiction.
(ii) Thanks to (i), there exists (α1, ..., αN ) ∈ RN such that∫ π/2

0

(
N∑
k=1

αk(2k − 1) sin((2k − 1)ω) + (2N + 1) sin((2N + 1)ω)

)
ωKdω = 0,∀0 6 K 6 N.

There exists M > 0 such that∣∣∣ N∑
k=1

αk cos((2k − 1)ω) + cos((2N + 1)ω)
∣∣∣ 6 M,∀ω ∈ (0, π/2).
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When b = (b1, ..., bN )t ∈ RN we have

∣∣∣ N∑
k=1

(αk + bk) cos((2k − 1)ω) + cos((2N + 1)ω)
∣∣∣ 6 M +

√
N‖b‖

thus, the following map F is well defined

F :
(
0, 1

2M

)
× BRN

(
0, M√

N

)
→ RN

(ε , b), 7→ F (ε, b)

F (ε, b) :=
(∫ π/2

0

y′b(ω)√
1− ε2yb(ω)2

ωKdω
)

16K6N

where

yb(ω) :=
N∑
k=1

(αk + bk) cos((2k − 1)ω) + cos((2N + 1)ω),∀ω ∈ (0, π/2).

Then F (0, 0) = 0 and dbF (0, 0) is invertible, thanks to (i). Thus, the implicit function
theorem gives the conclusion. �
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