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x (here, x ∈ Ω, a bounded regular open set of IRN) and a trait variabledenoted by v (here, v ∈ [0, 1] for the sake of simpli
ity).The distribution fun
tion f := f(t, x, v) ≥ 0 shall then denote the numberdensity of individuals at time t ∈ IR+, position x ∈ Ω, and whose trait is
v ∈ [0, 1]. We also denote by ρ(t, x) =

∫ 1

0
f(t, x, v) dv the total number ofindividuals at time t and position x.This paper is 
on
erned with an integro-PDE model of rea
tion-di�usion typein in�nite (
ontinuous) dimension in whi
h sele
tion, mutations, 
ompetition,and migrations are taken into a

ount.Our modeling assumptions are the following: migration is des
ribed by adi�usion (w.r.t. x) operator with a rate ν := ν(x, v) [that is, individuals withdi�erent traits or at di�erent positions 
an have a di�erent migration rate℄;mutations are des
ribed by a linear kernel K∗ := K∗(x, v, v′) ≥ 0 whi
his related to the probability at point x that individuals with trait v′ haveo�springs with trait v; sele
tion is implemented in the model thanks to a�tness fun
tion k∗ := k∗(x, v) ≥ 0 whi
h may depend on both point x andtrait v; �nally a logisti
 term involving a kernel C∗ := C∗(x, v, v′) ≥ 0 modelsthe 
ompetition (felt by individuals of trait v) at point x due to individualsof trait v′.Under those assumptions, the evolution of the population is governed by thefollowing integro-PDE:

∂f

∂t
(t, x, v) − ν(x, v)∆xf = k∗(x, v) f(t, x, v) +

1
∫

0

K∗(x, v, v′) f(t, x, v′) dv′

−f(t, x, v)

1
∫

0

C∗(x, v, v′) f(t, x, v′) dv′. (1.1)For a mathemati
al study of eq. (1.1), we refer to [DFP℄.Our goal in this paper is to investigate the existen
e of (non-trivial) steadystates for eq. (1.1), that is (non-zero) solutions to the following non-linear,
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ellipti
 integro-PDE for f := f(x, v) (where x ∈ Ω, v ∈ [0, 1]):
−∆xf(x, v) = k(x, v) f(x, v) +

1
∫

0

K(x, v, v′) f(x, v′) dv′

−f(x, v)

1
∫

0

C(x, v, v′) f(x, v′) dv′, (1.2)where k(x, v) := k∗(x, v)/ν(x, v), K(x, v, v′) := K∗(x, v, v′)/ν(x, v), and
C(x, v, v′) := C∗(x, v, v′)/ν(x, v). This study will be 
arried out assumingmoreover that the population is 
on�ned to the region Ω, that is f := f(x, v)satis�es the homogeneous Neumann boundary 
ondition:

∀x ∈ ∂Ω, ∇xf(x, v) · n(x) = 0, (1.3)where n(x) is the outward unit normal ve
tor to ∂Ω at point x.We use in the sequel 
oe�
ients whi
h satisfy the following assumption:Assumption A
• The sele
tion and mutation parameters k := k(x, v) andK := K(x, v, v′)satisfy
∃κ+, κ− > 0 : ∀x ∈ Ω, v ∈ [0, 1], κ− ≤ k(x, v)+

1
∫

0

K(x, w, v) dw ≤ κ+;(1.4)
• The 
ompetition kernel C := C(x, v, v′) satis�es

∃C−, C+ > 0 : ∀x ∈ Ω, v, v′ ∈ [0, 1], C− ≤ C(x, v, v′) ≤ C+. (1.5)Our main result readsTheorem 1 Let Ω be a smooth bounded subset of IRN (N ∈ IN), and K,C, ksatisfy Assumption A. We suppose moreover that K,C, k are 
ontinuous on
Ω̄x × [0, 1]v(×[0, 1]v′ for K,C).Then there exists a fun
tion x 7→ µx in L∞(Ωx) with values in the set ofbounded nonnegative measures on [0, 1]v su
h that:3



1. For a.e. x ∈ Ω, a :=
κ−
C+

≤ 〈µx, v 7→ 1〉v ≤
κ+

C−

:= b. (1.6)2. For all ξ ∈ C2
n([0, 1]), (x 7→ 〈µx, ξ〉v) ∈ H1(Ω), (1.7)where C2

n([0, 1]) is the spa
e of fun
tions ξ ∈ C2([0, 1]) su
h that ξ′(0) =
ξ′(1) = 0.3. The fun
tion

v ∈ [0, 1] 7→ 〈µx, C(x, v, ·)〉v′ (1.8)is 
ontinuous uniformly w.r.t. x ∈ Ω.4. The measure-valued fun
tion µ is a weak solution of eq. (1.2), (1.3) inthe following sense: for all ϕ(x, v) := ψ(x)ξ(v) with ψ ∈ H1(Ωx) and
ξ ∈ C2

c (]0, 1[),
∫

Ω

∇xψ(x) · ∇x {〈µx, ξ〉v} dx

=

∫

Ω

〈µx, k(x, ·) ξ〉v ψ(x) dx

+

∫

Ω

1
∫

0

〈µx, K(x, v, ·)〉v′ ξ(v) dv ψ(x) dx (1.9)
−

∫

Ω

〈

µx, v 7→ ξ(v)〈µx, C(x, v, ·)〉v′
〉

v
ψ(x) dx.Note that all terms are well-de�ned thanks to estimates (1.6), (1.7), and(1.8).This result 
an be improved in situations when mutations are somehow pre-dominant, as shown by the followingTheorem 2 Let Ω be a smooth bounded subset of IRN (N ∈ IN), and K,C, ksatisfy Assumption A. We suppose moreover that K ∈ L∞(Ω× [0, 1]× [0, 1])and that

κ− >
C+

C−

||k||L∞. (1.10)4



Then, there exists f := f(x, v) ∈ L∞(Ω × [0, 1]) su
h that ∆xf ∈ L∞(Ω ×
[0, 1]), f is nonnnegative, and f is a weak solution to eq. (1.2), (1.3) inthe following sense: for all φ := φ(x, v) in H1(Ωx;L

2([0, 1]v)) (i.e. φ,∇xφ ∈
L2(Ω × [0, 1])),

∫

Ω

1
∫

0

∇xφ · ∇xf dvdx =

∫

Ω

1
∫

0

k φ f dvdx+

∫

Ω

1
∫

0

1
∫

0

K φf(x, v′) dv′dvdx

−

∫

Ω

1
∫

0

1
∫

0

C φ f(x, v) f(x, v′) dv′dvdx.We now put these results in perspe
tive. On one hand, models of sele
-tion/mutation/
ompetition for populations stru
tured w.r.t. a 
ontinuoustrait were studied (espe
ially from the point of view of their large time be-havior) in [DP℄, [DJMR℄, [R℄, [Ca℄, et
. On the other hand, the very ri
hsubje
t of rea
tion�di�usion equations with a �nite number of equations hasbeen the subje
t of innumerable studies (
f. [Ro℄ and [S℄ and the referen
estherein). Extensions to an in�nite (enumerable) number of su
h equations inthe 
ontext of 
oagulation-fragmentation models 
an be found for examplein [LM1℄.Models involving in�nite "
ontinuous" dimensional rea
tion-di�usion equa-tions were studied in [LM2, CDF1, CDF2℄, and the large time behavior ofsu
h equations in the presen
e of a Lyapunov fun
tional was established (
f.[CDF1℄).The present work is a �rst step towards the extension [to in�nite-dimensional(
ontinuous) rea
tion-di�usion equations modeling sele
tion/mutation/
om-petition/migration℄ of two of the above resear
h dire
tions: of results on thelarge time behavior of the spatially homogeneous models [DP℄, [DJMR℄, [R℄,[Ca℄ on one hand, and of models with Lyapunov fun
tionals, as in [CDF1℄,on the other hand. The absen
e of a Lyapunov fun
tional in the 
onsideredmodel (1.1) makes our analysis mu
h more di�
ult than the one performedin [CDF1℄. Hen
e, we present here only existen
e results for steady states ofequation (1.1) (but we shall not study their stability).As when looking for nontrivial steady states of �nite-dimensional rea
tion-di�usion equations, one needs topologi
al tools. Here, we shall use S
hauder's�xed point theorem (
f. [S℄) for an approximate problem, together with a(weak) 
ompa
tness method for removing the approximation.5



The paper is organized as follows: In �2 we prove existen
e of nontrivialsolutions to problem (1.2), (1.3) in the spa
e of measures (that is, Theo-rem 1). In �3 we prove Theorem 2, that is, when mutations are predomi-nant, the solutions to (1.2), (1.3) obtained in �2 lie in the Sobolev spa
e
L2([0, 1]v;H

2(Ωx)). In the numeri
al examples of �4 we illustrate the e�e
tof the di�usion strength on the steady states.2 Stationary SolutionsThe proof of Theorem 1 uses a 
ompa
tness method based on the followingregularized equations (with ε > 0):
−(∆xf

ε + ε∂2
vf

ε) = kf ε +

1
∫

0

K f ε(v′) dv′ − f ε

1
∫

0

C f ε(v′) dv′, (2.1)
∀x ∈ ∂Ω, v ∈ [0, 1], ∇xf

ε(x, v) · n(x) = 0, (2.2)
∀x ∈ Ω, ∂vf

ε(x, 0) = ∂vf
ε(x, 1) = 0. (2.3)These boundary value problems have solutions thanks to the followingProposition 1 Let Ω be a smooth (C2) bounded domain of R

N (N ∈ IN),and K,C, k satisfy Assumption A. Then for all ε > 0, there exists a strongsolution f ε := f ε(x, v) ∈
⋂

η>0

W 2−η,1(Ω×]0, 1[) of (2.1)-(2.3).Moreover, f ε is nonnegative and satis�es (for a.e. x ∈ Ω)
a :=

κ−
C+

≤

1
∫

0

f ε(x, v) dv ≤
κ+

C−

:= b. (2.4)Proof of Proposition 1:We establish this result thanks to S
hauder's �xedpoint theorem. In order to do so, we introdu
e (for δ > 0) on one hand thelinear operator Lδ de�ned by the ellipti
 Neumann problem (with 
onstant
oe�
ients)
(Id− δ∆x − δε∂2

v)(Lδf)(x, v) = f(x, v), (2.5)
∀x ∈ ∂Ω, v ∈ [0, 1], ∇x(Lδf)(x, v) · n(x) = 0, (2.6)
∀x ∈ Ω, ∂v(Lδf)(x, 0) = ∂v(Lδf)(x, 1) = 0. (2.7)6



And on the other hand we de�ne the (nonlinear) operator Nδ, δ > 0, by
Nδ(f)(x, v) := f(x, v) + δ k(x, v) f(x, v) + δ

1
∫

0

K(x, v, v′) f(x, v′)dv′

−δf(x, v)

1
∫

0

C(x, v, v′)f(x, v′) dv′. (2.8)Then the boundary value problem (2.1)-(2.3) is equivalent to the �xed pointproblem
LδNδ(f

ε) = f ε . (2.9)Next, we introdu
e the bounded 
onvex (nonempty) 
losed subset
Y :=







f ∈ L1(Ω × [0, 1])
∣

∣

∣
f ≥ 0, a.e. x ∈ Ω, a ≤

1
∫

0

f(x, v) dv ≤ b





(2.10)(for a, b de�ned in (1.6)) of the Bana
h spa
e L1(Ω × [0, 1]).We now prove theLemma 1 The operator LδNδ maps Y into itself as soon as δ > 0 is smallenough.Proof of Lemma 1: Note �rst that (for f ≥ 0)
∫

Nδ(f) dv ≤ (1 + δ κ+)

∫

f dv − δC−

(
∫

f dv

)2

, (2.11)and
∫

Nδ(f) dv ≥ (1 + δ κ−)

∫

f dv − δC+

(
∫

f dv

)2

. (2.12)We now 
hoose δ > 0 su�
iently small for the following inequality to hold:
b ≤

1 + δκ−
2δC+

. (2.13)7



Then, the fun
tions h1 and h2: R+ → R de�ned by
h1(y) := (1 + δ κ+)y − δC−y

2 (2.14)and
h2(y) := (1 + δκ−)y − δC+y

2 (2.15)are monotonously in
reasing on [0, b] (note that 1+δ κ−

2δ C+
≤ 1+δκ+

2δ C−

), and h1(b) =

b, h2(a) = a.Now, if f ∈ Y , we know that a ≤
∫

f dv ≤ b. A

ording to (2.11) and(2.12),
h2

(
∫

f dv

)

≤

∫

Nδ(f) dv ≤ h1

(
∫

f dv

)

, (2.16)so that (using the monotoni
ity of h1 and h2)
a = h2(a) ≤

∫

Nδ(f) dv ≤ h1(b) = b. (2.17)But
∫

Nδ(f) dv

=

∫

(Id− δ∆x − δε∂2
v)(LδNδ(f)) dv

= (Id− δ∆x)

∫

LδNδ(f) dv,and for x ∈ ∂Ω,
∇x

[
∫

LδNδ(f)(x, v) dv

]

· n(x)

=

∫

∇x[LδNδ(f)](x, v) · n(x) dv

= 0.Then, by a standard maximum prin
iple applied to the solution ∫

LδNδ(f)(x, v)dvof a Neumann ellipti
 problem, we see that
a ≤

∫

LδNδ(f)(x, v) dv ≤ b. (2.18)8



In order to 
on
lude the proof of Lemma 1, it remains to show that LδNδ(f) ≥
0 for δ > 0 small enough.Using again the maximum prin
iple (but this time on the domain Ω×]0, 1[)for the ellipti
 operator Id−δ∆x−δε∂

2
v , we just have to show that Nδ(f) ≥ 0(for δ > 0 small enough).But

Nδ(f)(x, v) ≥ f(x, v)



1 − δ

1
∫

0

C(x, v, v′)f(x, v′) dv′





≥ f(x, v)(1 − δC+b),so it is enough to 
hoose δ < 1
C+b

. This 
on
ludes the proof of Lemma 1. �We now turn to the proof ofLemma 2 As soon as δ > 0 is small enough, the operator LδNδ is 
ontinuousand 
ompa
t on Y (as a subset of the Bana
h spa
e L1(Ω × [0, 1])).Proof of Lemma 2:Note �rst that Lδ is a bounded operator on L1(Ω × [0, 1]) (
f. Prop. 13 of�II.8.4 in [DL℄, Comments on �IX in [Br℄). Moreover, for f1, f2 ∈ Y ,
‖Nδ(f1) −Nδ(f2)‖L1 ≤

∫ ∫

(1 + δk(x, v)) |f1(x, v) − f2(x, v)| dvdx

+δ

∫ ∫ ∫

K(x, v, v′) |f1(x, v
′) − f2(x, v

′)| dv dv′ dx

+δ

∫ ∫ ∫

C(x, v, v′) |f1(x, v)f1(x, v
′) − f2(x, v)f2(x, v

′)| dv dv′ dx

≤ [1 + δ(κ+ + 2bC+)] ‖f1 − f2‖L1 .It remains to prove that LδNδ is 
ompa
t. For this, we observe that a

ordingto the proof of Lemma 1, Nδ(Y ) ⊂ Y when δ > 0 is small enough, and that
Lδ sends L1(Ω× [0, 1]) in W 2−η,1(Ω× [0, 1]) for all η > 0 (
f. [BG℄: Th. 3.1.5,Warning 3.1.9, Remark 3.1.11).This 
on
ludes the proof of Lemma 2. �End of the Proof of Proposition 1:9



Then, the existen
e of a solution (in ⋂

η>0

W 2−η,1(Ω × [0, 1]) ∩ Y ) to eq. (2.1)� (2.3) is a 
onsequen
e of Lemmas 1, 2, and S
hauder's �xed point theorem(
f. [S℄) used for (2.9) and δ > 0 small enough. This 
on
ludes the proof ofProposition 1. �Remark 1: Before turning to the proof of Theorem 1, we observe that so-lutions to (1.2), (1.3) are sometimes only measures: Consider indeed the
oe�
ients k := k0 > 0, K := 0, C := C0 > 0. Then, all distributions of theform f(x, v) = k0

C0
µ, where µ is a nonnegative bounded measure on C([0, 1]v)with 〈µ, 1〉 = 1, are solutions of eq. (1.2), (1.3), that is

−∆xf = k0f − C0f

∫

f dv′,

∀x ∈ ∂Ω, ∇xf · n(x) = 0.We now turn to theProof of Theorem 1: We start from a sequen
e of solutions f ε = f ε(x, v),
ε > 0 to the regularized problem (2.1) � (2.3) given by Proposition 1. Hen
e(2.4) holds.As a 
onsequen
e, we 
an extra
t from f ε a subsequen
e (still denoted by
f ε) su
h that

f ε ε→0
⇀ µ in L∞(Ωx;M

1([0, 1]v) weak *, (2.19)where µ is some fun
tion x 7→ µx of L∞(Ωx) with values in the set of (non-negative) bounded measures on [0, 1] (denoted here byM1
v ). This means thatfor all fun
tions ϕ ∈ L1(Ωx;C([0, 1]v)),

∫

Ω

1
∫

0

f ε(x, v)ϕ(x, v) dv dx→

∫

Ω

〈µx, ϕ(x, ·)〉v dx.Note that x 7→ µx 
learly satis�es estimate (1.6).Next, we prove property (1.7). Let ξ lie in C2
n([0, 1]). Then, multiplying (2.1)by ξ and integrating with respe
t to v, we get

−∆x

∫

f εξ dv − ε

∫

f εξ′′ dv

=

∫

kξf ε dv +

∫ ∫

K ξ(v) f ε(v′) dv dv′ −

∫ ∫

C ξ(v) f ε(v) f ε(v′) dv dv′.10



Multiplying now this equation by ∫

f εξ dv and integrating with respe
t to x,we obtain
∫

∣

∣

∣

∣

∇x

(
∫

f εξ dv

)∣

∣

∣

∣

2

dx− ε

∫
(

∫

f εξ′′ dv

)(
∫

f εξ dv

)

dx

=

∫
(

∫

kξf ε dv

)(
∫

f εξ dv

)

dx

+

∫
(

∫ ∫

K ξ(v) dv f ε(v′) dv′
) (

∫

f εξ dv

)

dx

−

∫
(

∫ ∫

C ξ(v) f ε(v) f ε(v′) dv dv′
) (

∫

f εξ dv

)

dx.Then, remembering that k, ∫ K(·, w, ·) dw,C, ξ, ξ′′ are bounded and that f εsatis�es (2.4), we immediately see that
∫

∣

∣

∣

∣

∇x

(
∫

f εξ dv

)∣

∣

∣

∣

2

dx ≤ εb2‖ξ‖L∞‖ξ′′‖L∞|Ω|

+ b2‖k‖L∞‖ξ‖2
L∞|Ω| + b2

∣

∣

∣

∣

∣

∣

∣

∣

∫

K(·, w, ·) dw

∣

∣

∣

∣

∣

∣

∣

∣

L∞

‖ξ‖2
L∞|Ω| (2.20)

+ b3‖C‖L∞‖ξ‖2
L∞|Ω|.Letting ε go to 0, we re
over the property (1.7). Note that thanks to (2.4),

∫

f εξdv is bounded in L2(Ω), so that x 7→ 〈µx, ξ〉v lies in L2(Ω) (by (2.19) itis even in L∞(Ω)).We now introdu
e our test fun
tion ϕ(x, v) = ψ(x)ξ(v) with ψ ∈ H1(Ω), ξ ∈
C2

c (]0, 1[), and we rewrite problem (2.1) � (2.3) in the weak form:
∫

Ω

∇xψ(x) · ∇x

{
∫

f ε(x, v)ξ(v) dv

}

dx− ε

∫

Ω

∫

f ε(x, v)ξ′′(v)ψ(x) dv dx

=

∫

Ω

∫

f ε(x, v)k(x, v)ξ(v)ψ(x) dv dx

+

∫

Ω

∫ ∫

f ε(x, v′)K(x, v, v′)ξ(v)ψ(x) dv dv′ dx (2.21)
−

∫

Ω

∫ ∫

f ε(x, v) f ε(x, v′) ξ(v)C(x, v, v′)ψ(x) dv dv′ dx.11



Then, it is easy to pass to the limit in the (linear) �rst four terms (usingestimate (2.20) for the �rst one), and we only need to show that we 
an alsopass to the limit in the (nonlinear) last one:Lemma 3 The following result holds:
∫

Ω

1
∫

0

f ε(x, v)



ξ(v)

1
∫

0

f ε(x, v′)C(x, v, v′) dv′



 dv ψ(x) dx (2.22)
−

∫

Ω

〈

µx, v 7→ ξ(v) 〈µx, C(x, v, ·)〉v′
〉

v
ψ(x) dx

ε→0
−→ 0Proof of Lemma 3: Due to the uniform 
ontinuity of C (and estimate(2.4)), the fun
tion v 7→

∫ 1

0
f ε(x, v′)C(x, v, v′) dv′ is 
ontinuous, uniformlywith respe
t to ε > 0 and x ∈ Ω. Hen
e, v 7→ 〈µx, C(x, v, ·)〉v′ is also 
on-tinuous (uniformly w.r.t. x ∈ Ω) that is, (1.8) holds. As a 
onsequen
e, these
ond part of the l.h.s. of (2.22) is well-de�ned.Now we estimate the l.h.s. of (2.22) by

∣

∣

∣

∣

∣

∣

∫

Ω

1
∫

0

f ε(x, v)ψ(x) ξ(v)





1
∫

0

f ε(x, v′)C(x, v, v′) dv′ − 〈µx, C(x, v, ·)〉v′



 dv dx

∣

∣

∣

∣

∣

∣

+

∣

∣

∣

∣

∣

∣

∫

Ω

1
∫

0

f ε(x, v)ψ(x) ξ(v) 〈µx, C(x, v, ·)〉v′ dv dx (2.23)
−

∫

Ω

〈

µx, v 7→ ξ(v) 〈µx, C(x, v, ·)〉v′
〉

v
ψ(x) dx

∣

∣

∣

∣

∣

∣

.The se
ond term tends to zero sin
e (x, v) 7→ ψ(x)ξ(v)〈µx, C(x, v, ·)〉v′ is atest fun
tion in L1(Ωx;C([0, 1]v)). Then, the �rst term of (2.23) is bounded by
b‖ψ‖L2(Ω)‖ξ‖L∞‖Kε‖L2(Ω), where

Kε := sup
v∈[0,1]

∣

∣

∣

∣

∣

∣

1
∫

0

f ε(x, v′)C(x, v, v′) dv′ − 〈µx, C(x, v, ·)〉v′

∣

∣

∣

∣

∣

∣

. (2.24)
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The property ‖Kε‖L2 → 0 when ε→ 0 
an be shown by �rst approximating
C(x, v, v′) by a sequen
e
Cn(x, v, v′) =

Rn
∑

j=1

aj(x)bj(v)cj(v
′) ∈ span {

C(Ω̄x) × C([0, 1]v) × C2
n([0, 1]v′)

}

,su
h that Cn → C uniformly. Then we estimate
‖Kε‖L2(Ω) ≤

Rn
∑

j=1

‖aj‖L∞ ‖bj‖L∞

∥

∥

∥

∥

∥

∥

1
∫

0

f ε(x, v′) cj(v
′) dv′ − 〈µx, cj〉v′

∥

∥

∥

∥

∥

∥

L2(Ωx)

+ ‖Cn − C‖L∞

∥

∥

∥

∥

∥

∥

1
∫

0

f ε(x, v′) dv′ + 〈µx, 1〉v′

∥

∥

∥

∥

∥

∥

L2(Ωx)

,where the last term is bounded by 2‖Cn −C‖L∞b|Ω|1/2. The �rst term tendsto 0 as ε→ 0 for all �xed n ∈ IN sin
e x 7→
∫ 1

0
f ε(x, v′) cj(v

′) dv′ is boundedin H1(Ω) due to (2.20), and therefore 
ompa
t in L2(Ω) (strong). �As a 
onsequen
e of Lemma 3, the limit of (2.21) as ε→ 0 yields (1.9). Andthis �nishes the proof of Theorem 1. �

3 The 
ase when mutations are predominantWe develop in this se
tion theProof of Theorem 2: We on
e again pass to the limit when ε → 0 in theregularized problem (2.1) � (2.3) in order to get a solution to problem (1.2),(1.3). In order to do so, we multiply (2.1) by (f ε)p (p ≥ 1) and we integratewith respe
t to x and v.
13



We get
p

1
∫

0

∫

Ω

|∇xf
ε(x, v)|2 (f ε(x, v))p−1 dx dv + εp

1
∫

0

∫

Ω

|∂vf
ε(x, v)|2 (f ε(x, v))p−1 dx dv

=

1
∫

0

∫

Ω

k(x, v) (f ε(x, v))p+1 dx dv

+

1
∫

0

1
∫

0

∫

Ω

K(x, v, v′) (f ε(x, v))p f ε(x, v′) dx dv dv′

−

1
∫

0

1
∫

0

∫

Ω

C(x, v, v′) (f ε(x, v))p+1 f ε(x, v′) dx dv dv′ .Due to Proposition 1, the solution f ε ≥ 0 satis�es (2.4), and hen
e:
p

∫ ∫

|∇xf
ε(x, v)|2 (f ε(x, v))p−1dxdv ≤ ||K||L∞ b

∫ ∫

|f ε(x, v)|p dxdv (3.1)
+ (||k||L∞ − aC−)

∫ ∫

|f ε(x, v)|p+1 dx dv.So, under hypothesis (1.10), whi
h 
an be rewritten as aC− > ||k||L∞,we see (using (3.1) for p = 1) that f ε is uniformly bounded (w.r.t. ε) in
H1(Ωx; L

2([0, 1]v)) := {f ∈ L2(Ωx × [0, 1]v)
∣

∣

∣
∇xf ∈ L2(Ωx × [0, 1]v)}.Moreover, for any p ≥ 1,

||f ε||p+1
Lp+1 ≤

||K||L∞ b

aC− − ||k||L∞

||f ε||pLp,so that letting p→ +∞, we see that f ε is bounded in L∞(Ωx×[0, 1]v). Hen
e,we 
an extra
t from the family (f ε)ε>0 a subsequen
e still denoted by (f ε)ε>0su
h that f ε ⇀ f in H1(Ωx; L
2([0, 1]v)) weak and L∞(Ωx × [0, 1]v) weak *.As a 
onsequen
e, for all ϕ ∈ H1(Ωx; L

2([0, 1]v)) su
h that ϕ, ∂vϕ, ∂
2
vϕ ∈

C(Ω̄x × [0, 1]v) and (for all x ∈ Ω) ∂vϕ(x, 0) = ∂vϕ(x, 1) = 0, we 
an write
14



the weak form of (2.1) � (2.3):
∫

Ω

1
∫

0

∇xf
ε · ∇xϕdvdx− ε

∫

Ω

1
∫

0

f ε(x, v)∂2
vϕ dv dx (3.2)

=

∫

Ω

1
∫

0

k f ε ϕdv dx+

∫

Ω

1
∫

0

1
∫

0

K f ε(v′)ϕ(v) dv′dv dx

−

∫

Ω

1
∫

0

1
∫

0

C f ε(v) f ε(v′)ϕ(v) dv′dv dx.Then, we 
an pass to the limit (as ε→ 0) in the following terms:
∫ ∫

∇xf
ε · ∇xϕ dx dv →

∫ ∫

∇xf · ∇xϕ dx dv,

ε

∫ ∫

f ε∂vvϕ dx dv → 0,
∫ ∫

kf εϕ dx dv →

∫ ∫

kfϕ dx dv,
∫ ∫ ∫

K f ε(x, v′)ϕ(x, v) dx dv dv′ →

∫ ∫ ∫

K f(x, v′)ϕ(x, v) dx dv dv′.We now wish to prove that
∫ ∫ ∫

C(x, v, v′) f ε(x, v′) f ε(x, v)ϕ(x, v) dx dv dv′

→

∫ ∫ ∫

C(x, v, v′) f(x, v′) f(x, v)ϕ(x, v) dx dv dv′.We write therefore
∫ ∫ ∫

C(x, v, v′) f ε(x, v′) f ε(x, v)ϕ(x, v) dx dv dv′

=

∫ ∫

f ε(x, v′)

[
∫

C(x, v, v′) f ε(x, v)ϕ(x, v) dv

]

dv′ dx, (3.3)and observe that sin
e f ε ⇀ f in L∞ weak *, we only need to show that (up toa subsequen
e) ∫

Cf εϕdv strongly 
onverges in L1(Ω× [0, 1]v′) to ∫

Cfϕdv.To this end we use the following lemma (with s(x, v, v′) := ϕ(x, v)C(x, v, v′)):15



Lemma 4 Let (f ε)ε>0 be a sequen
e 
onverging in H1(Ωx;L
2([0, 1]v)) weaktowards f , and s ≡ s(x, v, v′) ∈ L2(Ωx × [0, 1]v × [0, 1]v′).Then, a subsequen
e (still denoted by f ε) satis�es

∫

f ε(x, v) s(x, v, v′)dv →

∫

f(x, v) s(x, v, v′)dv strongly in L1(Ωx×[0, 1]v′).Proof of Lemma 4: We �rst observe that
∫

f ε(x, v)ξ(v) dv →

∫

f(x, v)ξ(v) dv in L1(Ωx). (3.4)Then, we approximate s (in L2(Ωx × [0, 1]v × [0, 1]v′)) by a sequen
e
sn(x, v, v′) =

Kn
∑

j=1

an
j (x)bnj (v)cnj (v′) ∈ span{

C(Ω̄x) × C([0, 1]) × C([0, 1])
}

.We see that
∫ ∫

∣

∣

∣

∣

∫

[f ε(x, v) − f(x, v)] s(x, v, v′) dv

∣

∣

∣

∣

dx dv′

≤

[

‖f ε‖L2(Ωx×[0,1]v) + ‖f‖L2(Ωx×[0,1]v)

]

‖sn − s‖L2(Ωx×[0,1]v×[0,1]
v′

)

+
Kn
∑

j=1

‖an
j c

n
j ‖L∞

∫

Ωx

∣

∣

∣

∣

∫

[f ε(x, v) − f(x, v)] bnj (v) dv

∣

∣

∣

∣

dx.Thanks to (3.4), the se
ond term tends to 0, hen
e ∫

f εs dv 
onverges to
∫

fs dv in L1(Ωx × [0, 1]v′). This ends the proof of Lemma 4. �Finally, we 
an pass to the limit when ε → 0 for all the terms in (theweak form (3.2) of) problem (2.1) � (2.3), and get a weak solution f toeq. (1.2), (1.3), for test fun
tions ϕ ∈ H1(Ωx; L
2([0, 1]v)) su
h that moreover

ϕ, ∂vϕ, ∂
2
vϕ ∈ C(Ω̄x × [0, 1]v) and (for all x ∈ Ω) ∂vϕ(x, 0) = ∂vϕ(x, 1) = 0.These last assumptions 
an easily be removed thanks to an approximationpro
edure. Note that these additional assumptions on ϕ were only used totreat the term ε ∂2

vf
ε whi
h disappears in the limit. As a last remark, notethat sin
e f ∈ L∞(Ω × [0, 1]), we also have ∆xf ∈ L∞(Ω × [0, 1]). �16



Remark 2: Theorem 2 shows that smooth solutions of problem (1.2), (1.3)exist when mutations are predominant. Our feeling is that in many situations,all steady solutions of this equation are smooth when mutations are present(i.e. K > 0). This is supported by the study of the time-dependant equation(1.1) with suitable initial and boundary 
onditions, 
f. [DFP℄.4 Some numeri
al examplesWe present here some 
omputations whi
h illustrate the results obtained in�2. In parti
ular we show the in�uen
e of the di�usion strength on the shapeof the steady states.More pre
isely, we 
hose to use the following parameters for the sele
tion,mutation, and 
ompetition:
k(x, v) = A (3 x− 12(v − 1/2)2), K(x, v, v′) = 0,

C(x, v, v′) =
10A

1 + 12 (v − v′)2
.Note that this 
hoi
e of k does not satisfy the positivity assumption from(1.4) on the whole (x, v)�domain. It would, however, hold on an appropriatesubdomain. Anyhow, the above �tness fun
tion k prefers one single trait (at

v = 1
2
). On the other hand, the 
ompetition kernel C favors a 
lear splittingof population into well separated traits. This example hen
e illustrates thebalan
e between these two opposing e�e
ts.The 
omputation is performed on the square [0, 1] × [0, 1] by letting t → ∞in the time-dependent equation (1.1), (1.3). We use 200 
ells in the x-spa
eand 200 
ells in the v-spa
e. The time step is adjusted in order to obtain aCFL parameter of 0.396. We use a semi-impli
it �nite di�eren
e s
heme (the

0-th order part of the equation is dis
retized in an impli
it way, but not thedi�usion part).We present results obtained for A = 107, 106, 105, 104 where 1/A plays therole of the di�usion 
oe�
ient in (1.2). The surfa
e that de�nes the (quasi)stationary solution is presented at two di�erent angles so that the shapeof the solution is 
learer. The 
oordinate x 
orresponds to the verti
al axisand the 
oordinate v to the horizontal axis in the �gures on the left. Thegraduation from 0 to 200 
orresponds to the numbering of 
ells.
17



A = 107

A = 106

A = 105

A = 10418



The �rst �gure (A = 107) 
orresponds to a 
ase in whi
h the di�usion is verysmall, so that its solution is very 
lose to the 
ase without di�usion whi
h
an be 
omputed expli
itly (
f. [DJMR℄): for x small, the fun
tion of v is aDira
 mass at v = 0.5, for x bigger, it is the sum of two Dira
 masses, andfor x large, it is the sum of three Dira
 masses (one of them sits at v = 0.5).Note the quite sharpe transitions (in x) between the regions populated byindividuals with one, two, or three traits.In the other �gures, the di�usion w.r.t. x entails the presen
e of individualswith various v in the whole domain x ∈ [0, 1]. This is parti
ularly 
lear inthe last �gure, where the di�usion is strong enough to build a "�ve-modal"fun
tion of v at point x = 1.A
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