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#### Abstract

This paper develops a scale space strategy for the meshing and segmentation of complete raw data points sets. The scale space is based on the intrinsic heat equation (mean curvature motion, MCM). A simple iterative scheme implementing MCM directly on the raw points is described, and a mathematical proof of its consistency with MCM given. Points evolved by this MCM implementation can be trivially backtracked to their initial raw position. A consequence is that the reversible MCM scheme permits to first orient, and then mesh reliably a raw textured surface. The accuracy gain is demonstrated on archaeological objects by comparisons with other meshing methods. The obtained discrete 3D scale space also complies with its traditional role: It permits to segment the original raw surface into ridges and valleys computed at coarse scales, and to draw the meaningful inflexion lines on the raw meshed surface.


## 1 Introduction

A growing number of applications involve creating numerical models for existing objects acquired by triangulation laser scanner. Those scanners are called triangulation laser scanner because of the triangle formed by the detected point, the laser emitter and the camera. Scanners can either produce a direct triangulation of points sampled on the surface, or the raw set of points with no connectivity information. In this paper, only raw input data will be considered, namely a set of unorganized and non-oriented points given by their $x, y, z$ coordinates. The focus is indeed to build a highly accurate meshing method for these raw data set, with two scopes: the visualization of the finest surface details, and a robust segmentation in ridges, valleys, and scanning holes. Fig. 1 shows a high precision laser acquisition system devised for our experiments on small artistic and archaeological models. The acquisition error is around $20 \mu$, allowing in principle to recover all of the object's texture and finest details.

The main tool that we shall use is a raw data set point smoothing operator consistent with the intrinsic heat equation. The intrinsic heat equation, or mean curvature motion (MCM), is the most standard way to smooth out a surface. It will be given an implementation that permits to backtrack the evolved surface to the initial raw data set point. At first sight, the proposed MCM implementation is an instance of the moving least square surface method, which performs a local surface regression for each point, and projects the point on the regression surface. Yet, this process will be made iterative. Indeed, mathematical and experimental arguments will show that the iterated degree one (planar) regression consistently implements the MCM. The proposed MCM implementation can therefore be summarized in a few words: it is the iterated projection on the regression plane of a spherical neighborhood. Theorem 3 will state that by these iterations, each raw data set point moves forward at the speed of the surface mean curvature in the direction of the surface normal. By the iterated projection algorithm each initial raw data point can be tracked forward in the surface smoothing process. But is can also be trivially tracked backward. As a consequence, we shall prove that all detected surface features and structures can be transported back on the raw data set point. To the best of our knowledge, several applications


Figure 1: Our laser acquisition system at LURPA (ENS Cachan)
of this easy reverse scale space had not yet been noticed. The main application is to obtain directly a topologically faithful orientation and mesh for the whole raw data set point. A second application is the accurate detection of holes in the raw data, useful for further scanning attempts. A third application is an easy ridge-valley segmentation of the raw data point set. Comparative experiments will illustrate that a direct meshing gives poor results, while the back transported mesh gives an accurate surface rendering, whose vertices are simply all initial raw points. Obviously, such a complete mesh is not economical, but permits an accurate rendering of fine art or archaeological pieces.

The use of the mean curvature motion, forward and backward, is a direct 3D extension of the scale space paradigm in image processing. Image scale space is introduced in the founding Witkin paper [Wit83]. It consists of applying the heat equation $\frac{\partial u}{\partial t}=\Delta u$ to the image, which entails a rapid image simplification. The main image features (the edges) are detected a coarse scale (large $t$ ) and then back tracked to their fine scale position. A main difficulty of this scale space edge detection is the fact that non straight edges and corners are displaced by the heat equation. Thus the back tracking of edges and corners is not easy, and has therefore provoked a huge literature. The back propagation of a surface segmentation is comparatively easier because, as we shall see, the MCM is implementable as a point evolution from the raw data. It can therefore be followed forward and backward.

The remainder of this introduction is a review of the state of the art on raw data point set processing, and of the various computation methods of surface curvatures and normals.

### 1.1 Building a mesh

Given an initial oriented point cloud most processing methods (be it for rendering, for geometry detection or for any other purpose) begin with building a mesh. The methods are mostly based on defining a signed distance field $\left[\mathrm{HDD}^{+} 92\right]$, $[\mathrm{KBH} 06]$, [Kaz05]. The signed distance function can be estimated at any point by computing the distance between the point and the regression plane of its $k$-nearest neighbors $\left[\mathrm{HDD}^{+} 92\right]$. Since the neighbors are assumed previously oriented, the distance's sign is straightforward. All of these methods indeed need point orientation. However, a level set method which does not need the surface orientation was recently introduced in [ACSTD07]. Instead of looking for an implicit function $f$ satisfying $\nabla f=\vec{n}$, this method finds the implicit function $f$ whose gradient direction is best aligned with the normal field.

Other successful methods approximate the distance function using its decomposition on a local basis: radial basis functions [KBH06] or a Fourier basis [Kaz05]. Once the distance function is defined, extracting the surface corresponds to extracting the zero level set of the distance function. This can be done by using the marching cubes algorithm [LC87] which gives the triangulation of the shape, or by sampling the zero level set with particle systems [WH94], [CA97]. These methods yield meshes that approximate well the shape, but they always include an approximation entailing some surface smoothing and the loss of fine texture. Acquisition holes are also filled in by those methods, the signed distance function giving
a natural close up of the surface. Nonetheless, for some applications, filling the holes is questionable. For example, if the goal is to build a closed loop scanning process, the acquisition holes should be detected rather than filled in, so as to guide the laser head towards them. High quality laser acquisition systems have a potential to acquire very fine geometric texture details, provided these details are not lost in the reconstruction. On such data we shall see that an ideal detail-preserving mesh can have all raw data point set as vertices.

### 1.2 Raw data point set processing

Yet, it is impossible to apply a classic meshing method directly to the raw data point set. The literature has therefore considered more and more sophisticated smoothing and interpolation methods. In [Lev03] and [Lev98], the concept of "Moving Least Square Surfaces" (MLS surfaces) was introduced. MLS surfaces are defined as the set of stationary points of an operator projecting each point to the surface. The MLS algorithm estimates at each point a degree $n$ polynomial from a set of its weighted neighbors. The obtained least square surface can be used to project the point on the MLS surface, or to sub-sample the surface by removing step by step the points with least influence $\left[\mathrm{ABCO}^{+} 03\right]$. The proof of the approximation power of MLS was published in [Lev98]. Variations of the MLS algorithm for denoising point sampled surfaces and preserving edges were proposed in [FCOS05] (see also [GTE $\left.{ }^{+} 06\right]$, [OGG09], [LCOL07]).

Another product of smoothing methods is the detection of geometric features. Detecting the geometry is important for various applications, one of them being a resampling adapted to surface geometry. In [MD04], [MD03], the authors simplify a point cloud by using geodesic Voronoi diagrams and fast marching methods. More theoretical work on point clouds include [MS02] where theoretical results were presented for bounding the error on distances defined on point sampled surfaces.

Scale space processing was recently extended to meshes and point clouds. The main difficulty is the computation of the surface instrinsic Laplacian (or mean curvature motion) to apply the intrinsic diffusion equation $\frac{\partial x}{\partial t}=\Delta x$. For meshes, the standard discretization of the Laplacian operator is through the cotangent formula [MDSB02]. For point clouds, in [PKG06], each point is moved in the direction of its normal proportionally to its curvature. The curvature is either estimated by a polynomial regression or by projection on a fitted least square surface (in other terms, by MLS). The reverse operator is built by storing the displacements of each point at each step. A similar scale space approach will be used here, but with quite different scopes. In [PKG06], the proposed applications are morphing and shape editing. The present paper instead focuses on raw meshing and raw surface segmentation. A more technical difference stands in the implementation of the scale space: the curvature in our MCM implementation is not explicitly computed, the robust motion being obtained by a simple planar projection operator.

In [UH08], another MCM discretization is proposed. The surface Laplacian is computed by building an operator $A_{\theta}$ at each point position and for every direction $\theta$ in the tangent plane. $A_{\theta}$ moves a point $p$ proportionally to the curvature $H_{\theta}$ of the section curve in direction $\theta$. By integrating over $\theta$, it yields a mean curvature motion. The non-uniform subsampling problem is cleverly treated by using a non uniform kernel. The resulting scale space is used to detect characteristic scales of the shape, and regions of interest.

### 1.3 Computing curvatures

Computing curvatures reliably on a given surface is crucial to various applications, the main ones being to perform anisotropic filtering, i.e. filtering preserving sharp edges ([HP04], [MDSB02]), and to resample the surface according to its curvature ([PGK02]).

On meshes, the curvature estimation problem has already been investigated in [MDSB02] where the famous cotangent formula is proven and extended. [Tau95] derive an analytic expression for estimating the directional curvatures in the edge directions. In [Rus04], [TRZS04], the tensor curvature was estimated on each face of a mesh surface. Other mesh curvature computation techniques include the use of the normal cycle theory [CSM03]. For a summary and comparison of mesh curvature estimation methods, see [MSR07]. It is also possible to estimate curvatures by building curves contained in the surface and passing through the considered point [Tan05].

To determine the curvature of a given point, direct methods fit a surface (a polynomial or a quadric) locally to each neighborhood and then compute the fundamental forms in their explicit form. This allows
to compute the Weingarten map whose eigenvalues and eigenvectors are the principal curvatures and principal directions ([SF04], [LFM96] among others). In [PGK02], the authors simplify meshes using a geometrically coherent method (i.e. points lying in flat areas are removed but points lying in highly curved areas are kept). To determine if points should be removed or not, the curvature was replaced by a new quantity, the surface variation. This quantity is defined as the ratio of the least eigenvalue of the covariance matrix versus the sum of all eigenvalues. An interesting feature is that it is directly computed from the raw data set point. However, the surface variation is a rather complicated function of the principal curvatures and loses their sign. Indeed, one can prove:

Theorem 1. In the local coordinate system the surface variation $\sigma$ defined in [PGK02] satisfies

$$
\begin{equation*}
\sigma=\frac{r^{2}}{16}\left(\frac{k_{1}^{2}+k_{2}^{2}}{2}-\frac{1}{3} k_{1} k_{2}\right)+o\left(r^{2}\right) \tag{1}
\end{equation*}
$$

where $r$ is the neighborhood radius, and $k_{1}, k_{2}$ are the principal curvatures.
In [BC94], another way of computing the curvature from an oriented raw data set without surface fitting was presented. It relies on expressing the fundamental forms of a 3D surface as covariance matrices. The authors claim that the covariance matrix of point normals projected on the regression plane yields the principal curvatures and their directions. Now, this method requires that the point cloud be previously oriented and therefore does not completely compute the curvature on the raw point set.

Other approaches avoiding surface regression include the computation of integral invariants ([PWHY09], $\left.\left[\mathrm{PWY}^{+} 07\right]\right)$. They are based on the idea that differentiation is not robust in a discrete and potentially noisy data set, whereas integration is much more resistent to noise. The proofs link the computation of the area of the intersection of the surface with a ball to the principal curvatures. Another possibility is to adapt the curvature estimation of [Tau95] to the case of point clouds as in [LP05]. Instead of considering the edge direction, since no edge information is given for the point cloud, they consider all directions from the center point to one of its neighbors.

More recently, measuring the covariance of Voronoi cells was shown to allow the computation of the principal curvature directions. The soundness of this estimation is proved in [MOG09]. MLS surfaces were also used to derive analytic expressions for the curvatures of point set surfaces [YQ] .

### 1.4 Feature extraction

In accordance with the edge detection paradigm in image processing, it is classic to perform a 3D shape analysis by extracting the crest lines (the real edges) on meshes or point clouds. Ridge lines are the loci of points where the maximal curvature takes a positive maximum along its curvature line. Valley lines are the loci of points where the minimal principal curvature attains a negative minimum along its curvature line. These points can be linked to form lines (see among others [OBS04], [AGB05], [LFM96], [YBS05], [SF04]). Most methods use a quadric or polynomial regression. In [GWM01], the lines are detected by neighborhood covariance analysis. Indeed, from a point neighborhood, the centroid and centered covariance can be computed. Comparing the ratios of the covariance matrix eigenvalues gives the geometry of the neighborhood (see also [MOG09]). In [HMG00], edges of a mesh are first classified according to their importance (this importance is an increasing function of the adjacent faces angle).

A multiscale approach was proposed in [PKG03]. Nearby feature points are first detected. In the neighborhood of these points surfaces are fitted, and depending on the number of fitted surfaces, points are projected to the nearest surface. Intersection points of these surfaces are finally classified as edge or corner points. By increasing the processing radius, one could track feature lines and keep only the ones at a given scale. Though dealing with scales, this method does not introduce a scale space framework. A similar idea for points classification and point projection was used in [DIOHS08].

Although these papers introduce a ridge/valley line detection, none of them proposes a ridge and valley segmentation. In [IFP95] the idea was suggested, though: indeed points lying near ridges or near valleys were labeled and this labeling was used to obtain a better rendering of the ridge and valley lines. But crest lines as defined by these methods require the computation of degree three surface derivatives. Here we will focus on other interesting and well defined line features: namely the curvature level lines and level sets, analogous to the image grey level lines. Of particular interest are the zero-crossings of the curvature, which are technically similar to the zero-crossings of the Laplacian in image processing.


Figure 2: Comparison between cylindrical and spherical neighborhoods

These zero-crossings define inflexion lines, easy to compute from the raw data point set. They reliably segment the surface into ridges and valleys.

The paper is divided as follows: Sect. 2 gives mathematical results proving the consistency of the proposed scale space algorithm. Input data are briefly presented in Sect. 4. Sections 5, 6 and 7 describe the three main applications of the scale space: a point cloud orientation method, a faithful mesh construction for the raw data set and a raw shape segmentation method.

## 2 Continuous Theory

This section investigates a new way of estimating the surface curvature based on the local covariance analysis. Interestingly for our scopes, it only requires a degree one surface regression to compute a curvature related operator. In this theoretical section the surface (denoted by $\mathcal{M}$ ) supporting the data point set is always assumed to be smooth (at least $C^{2}$ ). The samples on the surface $\mathcal{M}$ are denoted by $\mathcal{M}_{S}$.

Let $P\left(x_{P}, y_{P}, z_{P}\right)$ be a point of the surface $\mathcal{M}$. Locally we can express the surface as the graph $z=f(x, y)$ of a function $f$. At each non umbilical point $P$, consider the principal curvatures $k_{1}$ and $k_{2}$ linked to the principal directions $\overrightarrow{t_{1}}$ and $\overrightarrow{t_{2}}$, with $k_{1}>k_{2}$ where $\overrightarrow{t_{1}}$ and $\overrightarrow{t_{2}}$ are orthogonal vectors. (At umbilical points, any orthogonal pair $\left(\vec{t}_{1}, \overrightarrow{t_{2}}\right)$ can be taken.) Set $\vec{n}=\vec{t}_{1} \times \vec{t}_{2}$ so that ( $\overrightarrow{t_{1}}, \overrightarrow{t_{2}}, \vec{n}$ ) is an orthonormal basis. The quadruplet $\left(P, \overrightarrow{t_{1}}, \overrightarrow{t_{2}}, \vec{n}\right)$ is called the local intrinsic coordinate system, and the Taylor expansion of $f$ yields

$$
\begin{equation*}
z=f(x, y)=-\frac{1}{2}\left(k_{1} x^{2}+k_{2} y^{2}\right)+o\left(x^{2}+y^{2}\right) \tag{2}
\end{equation*}
$$

Notice that the sign of $z$ is irrelevant, since it only depends on the arbitrary surface orientation.

### 2.1 Spherical neighborhoods vs cylindrical neighborhoods

Consider two kinds of neighborhoods in $\mathcal{M}$ for $P$ defined in the local intrinsic coordinate system $\left(P, \overrightarrow{t_{1}}, \overrightarrow{t_{2}}, \vec{n}\right)$ :

- a neighborhood $B_{r}=B_{r}(P) \cap \mathcal{M}$ is the set of all points $Q$ of $\mathcal{M}$ with coordinates $(x, y, z)$ satisfying $\left(x-x_{P}\right)^{2}+\left(y-y_{P}\right)^{2}+\left(z-z_{P}\right)^{2}<r^{2}$
- a cylindrical neighborhood $C_{r}=C_{r}(P) \cap \mathcal{M}$ is the set of all points $Q(x, y, z)$ on $\mathcal{M}$ such that $\left(x-x_{P}\right)^{2}+\left(y-y_{P}\right)^{2}<r^{2}$.

For commodity the cylindrical neighborhood will used in the first estimates of each proof. The difference between both neighborhoods will be proved negligible by the next lemma.

Lemma 1. Integrating on $\mathcal{M}$ any function $f(x, y)$ such that $f(x, y)=O\left(r^{n}\right)$ on a cylindrical neighborhood $C_{r}(P)$ instead of a spherical neighborhood $B_{r}(P)$ introduces an o $\left(r^{n+3}\right)$ error. More precisely:

$$
\begin{equation*}
\int_{\mathcal{B}(r)} f(x, y) d M=\int_{x^{2}+y^{2}<r^{2}} f(x, y) d x d y+O\left(r^{3+n}\right) \tag{3}
\end{equation*}
$$

Proof. The surface area element of a point $M(x, y, z(x, y))$ on the surface $\mathcal{M}$, expressed as a function of $x, y, d x$ and $d y$ is $d M(x, y)=\sqrt{1+z_{x}^{2}} d x \sqrt{1+z_{y}^{2}} d y$. One has $z_{x}=-k_{1} x+O\left(r^{2}\right)$ and $z_{y}=-k_{2} y+O\left(r^{2}\right)$. Thus

$$
d M(x, y)=\sqrt{\left(1+k_{1}^{2} x^{2}+O\left(r^{3}\right)\right)\left(1+k_{2}^{2} y^{2}+O\left(r^{3}\right)\right)} d x d y
$$

which yields

$$
\begin{equation*}
d M(x, y)=\left(1+O\left(r^{2}\right)\right) d x d y \tag{4}
\end{equation*}
$$

Using (4), the integrals we are interested in become

$$
\begin{equation*}
\int_{B_{r}} f(x, y) d M=\left(1+O\left(r^{2}\right)\right) \int_{B_{r}} f(x, y) d x d y \tag{5}
\end{equation*}
$$

and

$$
\begin{gather*}
\int_{C_{r}} f(x, y) d M=\left(1+O\left(r^{2}\right)\right) \int_{B_{r}} f(x, y) d x d y  \tag{6}\\
\quad=\left(1+O\left(r^{2}\right)\right) \int_{x^{2}+y^{2}<r^{2}} f(x, y) d x d y
\end{gather*}
$$

This last form is more amenable to analytic computations, which explains why Lemma 1 introduces it. Consider polar coordinates $(\rho, \theta)$ such that $x=\rho \cos \theta$ and $y=\rho \sin \theta$ with $-r \leq \rho \leq r$ and $0 \leq \theta \leq \pi$. Then for $M(x, y, z)$ belonging to the surface $\mathcal{M}$, we have $z=-\frac{1}{2} \rho^{2}\left(k_{1} \cos ^{2} \theta+k_{2} \sin ^{2} \theta\right)+O\left(r^{3}\right)$. Fixing $\theta$ we obtain a curve with equation $z=-\frac{1}{2} \rho^{2} k(\theta)+O\left(r^{3}\right)$, where $k(\theta)=k_{1} \cos ^{2} \theta+k_{2} \sin ^{2} \theta$. With this notation, the condition that $(x, y, z)$ belongs to the neighborhood $B_{r}(P)$ can be rewritten as $\rho^{2}+z^{2}<r^{2}$, that is

$$
\rho^{2}+\frac{1}{4} k(\theta)^{2} \rho^{4}<r^{2}+O\left(r^{5}\right)
$$

Computing the boundaries $\pm \rho(\theta)$ of this neighborhood yield $\rho(\theta)^{2}+\frac{1}{4} k(\theta)^{2} \rho(\theta)^{4}-r^{2}+O\left(r^{5}\right)=0$ and therefore

$$
\rho(\theta)^{2}=\frac{-1+\sqrt{1+k(\theta)^{2}\left(r^{2}+O\left(r^{5}\right)\right)}}{\frac{1}{2} k(\theta)^{2}} .
$$

This yields $\rho(\theta)=r-\frac{1}{8} k(\theta)^{2} r^{3}+o\left(r^{3}\right)$. We shall use this estimate for the error term $E$ appearing in

$$
\begin{aligned}
\int_{\mathcal{B}(r)} f(x, y) d x d y & =\int_{[0,2 \pi]} \int_{[0, \rho(\theta)]} f(x, y) \rho d \rho d \theta \\
& =\int_{[0,2 \pi]} \int_{[0, r]} f(x, y) \rho d \rho d \theta-E \\
& =\int_{C_{r} \cap M} f(x, y) d x d y-E,
\end{aligned}
$$

with $E=: \int_{[0,2 \pi]} \int_{[\rho(\theta), r]} f(x, y) \rho d \rho d \theta$. Thus

$$
|E| \leq \frac{\pi}{4} \sup _{x^{2}+y^{2} \leq r^{2}}|f(x, y)| k(\theta)^{2} r^{3}
$$

which yields $|E| \leq \frac{\pi\left|k_{1}\right|^{2}}{4} \sup _{x^{2}+y^{2} \leq r^{2}}|f(x, y)| r^{3}$. In particular if $f(x, y)=O\left(r^{n}\right)$, then $|E| \leq O^{3+n}$. Finally we have

$$
\begin{equation*}
\int_{\mathcal{B}(r)} f(x, y) d x d y=\int_{C_{r} \cap M} f(x, y) d x d y+O\left(r^{3+n}\right) . \tag{7}
\end{equation*}
$$

Combining (5), (6) and (7) yields the announced result (3).

### 2.2 Curvature Estimation

The next theorem deals with the simplest local smoothing operator based on raw points and consistent with curvature, the barycenter.

Theorem 2. In the local intrinsic coordinate system, the barycenter of a neighborhood $B_{r}(P)$ where $P$ is the origin of the neighborhood has coordinates $x_{O}=o\left(r^{2}\right), y_{O}=o\left(r^{2}\right)$ and $z_{O}=-\frac{H r^{2}}{4}+o\left(r^{2}\right)$, where $H=\frac{k_{1}+k_{2}}{2}$ is the mean curvature at $P$.

Proof. By Lemma 1 applied to the numerator and denominator of the following fraction, we have

$$
\begin{aligned}
& z_{O}=-\frac{\int_{B_{r}} z d M}{\int_{B_{r}} d M}=-\frac{\int_{x^{2}+y^{2}<r^{2}} z(x, y) d x d y+O\left(r^{5}\right)}{\int_{x^{2}+y^{2}<r^{2}} d x d y+O\left(r^{3}\right)} \\
&=-\frac{\int_{x^{2}+y^{2}<r^{2}}\left[\frac{1}{2}\left(k_{1} x^{2}+k_{2} y^{2}\right)+o\left(x^{2}+y^{2}\right)\right] d x d y}{\int_{x^{2}+y^{2}<r^{2}} d x d y}+O\left(r^{3}\right) \\
&=- \frac{1}{2 \pi r^{2}} \int_{\rho=0}^{r} \int_{\theta=0}^{2 \pi} \rho^{2}\left(k_{1} \cos ^{2} \theta+k_{2} \sin ^{2} \theta\right) \rho d \rho d \theta+o\left(r^{2}\right) \\
&=-\frac{r^{2}}{8 \pi}\left(k_{1} \pi+k_{2} \pi\right)+o\left(r^{2}\right) \\
&=-\frac{H r^{2}}{4}+o\left(r^{2} .\right)
\end{aligned}
$$

A similar but simpler computation yields the estimates of $x_{O}$ and $y_{O}$.
Theorem 2 states that projecting a point onto the neighborhood barycenter approximates the mean curvature motion. We shall discuss later on why, in spite of Theorem 1, the barycenter cannot be used for implementing the mean curvature motion.

### 2.3 Surface motion induced by projections on the regression plane

The main tool of the scale space will be a simple projection of each surface point $P$ on the local regression plane found by local covariance analysis. The projected point is called $P^{\prime}$. Let us first compare the normal to the local regression plane with the point normal $\vec{n}(P)$

Lemma 2. The normal $\vec{v}$ to the $P C A$ regression plane at $P \in \mathcal{M}$ is equal to the surface normal at point $P$, up to a negligible factor: $\vec{v}=\vec{n}(P)+O(r)$.

Proof. The local PCA regression plane of point $P$ is defined as the plane passing through the barycenter of the neighborhood $\mathcal{B}_{r}(P)$ and with normal $\vec{v}$ minimizing:

$$
I(\vec{v})=\int_{\mathcal{B}_{r}(P)}\left|\left\langle\vec{v}, P P^{\prime}\right\rangle\right|^{2} d P^{\prime} \text { s.t. }\|v\|=1
$$

Let the coordinates of $\vec{v}$ be $\left(v_{x}, v_{y}, v_{z}\right)$. We have

$$
I(\vec{v})=\int_{B_{r}}\left(v_{x} x+v_{y} y+v_{z} \frac{1}{2}\left(k_{1} x^{2}+k_{2} y^{2}\right)+o\left(r^{2}\right)\right)^{2} d x d y
$$

Considering the particular value $\vec{v}=(0,0,1)$ shows that the minimal value $I_{\min }$ of $I(\vec{v})$ satisfies $I_{\text {min }} \leq$ $O\left(r^{6}\right)$. In consequence the minimum $\left(v_{x}, v_{y}, v_{z}\right)$ satisfies $v_{x} \leq O(r)$ and $v_{y} \leq O(r)$. Thus $v_{z} \geq 1-O(r)$ and therefore $\vec{v}=\vec{n}(P)+O(r)$.

By Lemma 2, projecting $P$ onto the regression plane induces a motion which is asymptotically in the normal direction: $P^{\prime} P$ is almost parallel to $\vec{n}(P)$. A consequence is that the simple operation of projecting each surface point $P$ onto its local regression plane approximates a 3D scale space (mean curvature motion) as shown in the next theorem.


Figure 3: Visualization of the raw point cloud showing the irregular sampling of our Tanagra input data. The cloud has been uniformly and randomly subsampled to visualize the sampling variations. Otherwise, the cloud would look completely dense). This is a top view of the figurine in fig. 11(a)

Theorem 3. Let $T_{r}$ be the operator defined on the surface $\mathcal{M}$ transforming each point $P$ into its projection $P^{\prime}$ on the local regression plane. Then

$$
\begin{equation*}
T_{r}(P)-P=-\frac{H r^{2}}{4} \vec{n}(P)+o\left(r^{2}\right) \tag{8}
\end{equation*}
$$

Thus, this operator is tangent to the mean curvature motion (for theoretical results on the Mean Curvature Motion for surfaces, see, for example [ATW93]).

Proof. By Theorem 2 the barycenter $O$ of $B_{r}$ has local coordinates $\overrightarrow{P O}=\left(o\left(r^{2}\right), o\left(r^{2}\right),-\frac{H r^{2}}{4}+o\left(r^{2}\right)\right)$. On the other hand $\overrightarrow{P P^{\prime}}$ is proportional to $\vec{v}$. Thus by Lemma $2 \overrightarrow{P P}^{\prime}=\lambda(O(r), O(r), 1-O(r))$. To compute $\lambda$, we use the fact that $P^{\prime}$ is the projection on the regression plane of $P$, and that $O$ belongs by definition ot this plane. This implies that $\overrightarrow{P P^{\prime}} \perp \overrightarrow{O P^{\prime}}$ and therefore

$$
\lambda^{2} O\left(r^{2}\right)+\lambda(1-O(r))\left(H \frac{r^{2}}{4}+o\left(r^{2}\right)+\lambda(1-O(r))\right)=0
$$

which yields $\lambda=-\frac{H r^{2}}{4}+o\left(r^{2}\right)$ and therefore

$$
\overrightarrow{P P^{\prime}}=\left(O\left(r^{3}\right), O\left(r^{3}\right),-\frac{H r^{2}}{4}+o\left(r^{2}\right)\right)=-\frac{H r^{2}}{4} \vec{n}(P)+o\left(r^{2}\right) .
$$

## 3 Discrete Theory

The main difference with the previous theory is the irregular sampling. Indeed, the raw triangulation scanner sampling density is highly linked to the surface geometry and can vary a lot (fig 3).

The previous theorems assume that the surface is a uniform Lebesgue mesure. Their applicability to a raw data set point requires some adjustment and some discussion. A constant sampling density is assumed by the theorem and can be approximated by weighting each point by a weight inversely proportional to its initial density, as proposed in [UH08]. More precisely, let $p$ be a point and $\mathcal{N}_{r}(p)$ its neighborhood on the surface, defined as the set of all points $q$ in $\mathcal{M}_{s}$ such that $\|p-q\|<r$. Each point $q$ should ideally have a weight $0 \leq w(q) \leq 1$ computed so that for all $p, \sum_{q \in \mathcal{N}_{r}(p)} w(q)=1$. This amounts to solve a huge linear system. For this reason, we shall be contented with ensuring $\sum_{q \in \mathcal{N}_{r}(p)} w(q) \simeq 1$ by taking $w(p)=\frac{1}{\sharp\left(B_{p}(r)\right)}$. Let $O$ be the weighted barycenter of this neighborhood. In $\mathbb{R}^{3}$, the coordinates are written with superscripts e.g. the coordinates of a point $u$ are $\left(u^{1}, u^{2}, u^{3}\right)$. Thus, for $i=1,2,3$, $O^{i}=\frac{1}{\sum_{q \in \mathcal{N}_{r}(p)} w(q)} \sum_{q \in \mathcal{N}_{r}(p)} w(q) q^{i}$. The centered covariance matrix $\Sigma=\left(m_{i j}\right)_{i, j=1, \cdots, 3}$ is defined as
$m_{i j}=\sum_{q \in \mathcal{N}_{r}(p)} w(q)\left(q^{i}-O^{i}\right) \cdot\left(q^{j}-O^{j}\right)$ for $i, j=1,2,3$. Let $\lambda_{0} \leq \lambda_{1} \leq \lambda_{2}$ be the eigenvalues of $\Sigma$ with corresponding eigenvectors $v_{0}, v_{1}, v_{2}$. For $k=0,1,2$,

$$
\begin{equation*}
\lambda_{k}=\sum_{q \in \mathcal{N}_{r}(p)} w(q)\left\langle(q-O), v_{k}\right\rangle^{2} . \tag{9}
\end{equation*}
$$

Each eigenvalue gives the variance of the point set in the direction of the corresponding eigenvector. Since $v_{1}$ and $v_{2}$ are the vectors that capture most variations, they define the PCA regression plane. The normal $v_{0}$ to this plane is the direction $v$ minimizing $\sum_{q \in \mathcal{N}_{r}(p)} w(q)\left\langle\left(p_{i}-O\right), v\right\rangle^{2}$. We showed that projecting the point onto its local regression plane is a good approximation of the mean curvature motion and that, asymptotically, it is the same as projecting the point to the barycenter of the neighborhood.

Discussion: Both Theorems 2 and 3 permit a priori to implement the mean curvature motion on the raw data point set. The numerical application of these theorems depends nonetheless on the assumption that the Lebesgue measure on the surface is well approximated by its sample density. This is not true for the barycenter method of Theorem 2. Iterating the barycenter method with a small neighborhood and a slightly varying sample density leads to a local clustering of the samples. Indeed, a too local neighborhood in an irregular sampling always has some local asymmetry. Thus, the barycenter method provokes a normal motion, but also a non negligible tangential motion to the surface. More crudely said, the algorithm sending each point to the barycenter of its neighborhood is nothing but the well known Mean Shift filter [Che95], which is used for data clustering. This is illustrated in fig. 4. Even though the point distribution on the sphere is probabilistically uniform, sample clustering occurs. Theorem 2 is effective in the sense that globally the sampled sphere evolves in a sampled sphere. But the samples are not moving only in the normal direction. We therefore needed a filter which preserves sampling irregularity while keeping the asymptotic mean curvature motion property. When applying the projection filter, no point cluster is created, since there is no tangent shift, but only a motion along the normal direction. Theorem 3 is in that case effective with an fairly small neighborhood. This fact is easily explained. Take any irregular sampling of the tangent plane to the surface. Then the linear regression will always find back the right plane if all samples are not aligned. This good behaviour is experimentally illustrated in fig. 4.


Figure 4: Comparison of the clustering effect for the mean shift filter and the projection filter on a randomly sampled sphere. Clusters appear when the mean shift is iterated, whereas the sampling density is preserved with the projection filter filter. The undesired mean shift clustering effect is due to a tangential motion to the surface caused by the irregular sampling. This tangential motion is avoided with the normal motion, which estimates correctly the normal direction by computing the regression plane, even with irregular sampling

Computing curvatures As a consequence of Theorem 3, the curvature of a point can be computed without any surface fitting step. It is enough to compute $\frac{4}{r^{2}}\left\langle n, P-P^{\prime}\right\rangle$. On Figs 5, and 6, the curvature is computed on various types of shapes.


Figure 5: Curvature of the Tanagra raw point set


Figure 6: Curvature of the scan of diamond shaped mire used in our lab ( 5 cm diameter)


Figure 7: Initial surface: a sharp edge with angle $\frac{\pi}{3}$. This is a 3D surface, and the figures depict its orthogonal projection in the direction of the edge

Back propagation The notion of scale space has been invented in image processing for detecting edges at a coarse scale, and then tracking them back to their fine scale location. The coarse scale is computed by convolving the image with Gaussians, or equivalently by applying the heat equation. The edge backward tracking has always been problematic, because the heat equation is not reversible: it is not easy to decide where an edge detected at scale $t$ came from at scale 0 . In the case of surfaces, however, the reverse normal motion defines a natural backtracking. The mean curvature motion writes

$$
\begin{equation*}
\frac{d P}{d t}=H(P) \vec{n}(P) \tag{10}
\end{equation*}
$$

where $H(P)$ is the mean curvature at $P$ (whose sign depends on the normal orientation), and $\vec{n}(P)$ the normal. Thus, a normal motion can be defined for every point $P_{0}$ on the initial surface as a solution of (10) considered as an ordinary differential equation with initial point $P_{0}$. Thus, the backward scale space is trivial, provided the forward MCM implementation actually implements the evolution of each raw data set point $P_{0}$. Let us consider a point $P_{t}$ and its evolution $P_{t+1}$ at steps $t$ and $t+1$. Now, we can build the sequence $d_{P}(t)=P_{t+1}-P_{t}$ and the reverse scale space operator $\mathcal{P}_{t}^{-1}\left(P_{t+1}\right)=P_{t+1}-d_{P}(t)$, this operator allows to go backward in the scale space evolution from step $t+1$ to 0 . This is exactly the construction proposed in [PKG06]. If we only need to go from step $t$ to the initial data 0 , without any intermediate step, the operator is even simpler to build, since we only need to store for each point $P(t)$ its initial position $\mathcal{P}_{t}^{-1}\left(P_{t}\right)=P_{0}$. This reverse scale space operator will be called back propagation, or back transportation.

### 3.1 Projection on a higher order regression surface

[CP03] proved that a degree $n$ polynomial fitting estimates all $k^{t h}$ order differential quantity to accuracy $O\left(h^{n-k+1}\right)$. At first sight this suggests implementing the mean curvature motion by performing a degree 2 regression instead of the plane regression. This would yield a direct curvature estimate by computing explicitly the fundamental form. However, this estimation cannot be turned into an iterative projection operator. In [PKG06] the Moving Least Squares Projection (projecting the point onto the locally fitted least squares surface) was proposed as a scale space operator, but no proof was made of the consistency of these iterated projections with the diffusion equation. Fitting a degree two polynomial to the point set leaves error terms of third order or more. This means that the motion induced by such a projection is proportional to partial differential operator with order larger than 2 , whereas the PDE we are approximating relies on second order spatial derivatives. This fact can be experimentally checked by comparing iterations of the 2nd order MLS projection with iterations of our first order projection operator on a sharp edge (7). Figs 8 and 9 show the edge evolution. As proved in Theorem 3, the first order projection implements a mean curvature driven motion where highly curved points evolve faster than low curved points, and flat points do not move. On the contrary the motion induced by the MLS projection is no smoother. It enhances the edge and creates a higher order singularity.

## 4 Input Data

The algorithms described in the next sections are devised for highly accurate point clouds acquired by a laser scanner. Three objects acquired by our scanner device will be used in the following experiment. The


Figure 8: Iterated MLS projection operator (4 iterations). It creates a singularity on the edge. Iterated MLS can be used as a scale space only with degree 1 surface, because the iterated operator is consistent with the mean curvature motion


Figure 9: Scale space operator: the order 1 iterated MLS (four iterations). The edge is smoothed out nicely. Indeed, this operator is consistent with the mean curvature motion
first one is a Tanagra figurine. This object is a mould of a fourth century B.C. Greek figurine obtained at the Museum of Cycladic Arts, Athens (fig. 11(a)). It is 22 cm high and the point cloud contains $6 \cdot 10^{6}$ points. The second one is a geometric 5 cm long diamond shaped mire containing $2.5 \cdot 10^{5}$ points, and the third one is a reproduction of a Nefertiti head figurine (see fig. 20) acquired at the Louvre Museum, Paris containing $3 \cdot 10^{6}$ points. Thanks to a very accurate calibration of the laser scanner device, the output is a well registered point cloud containing a negligible warp. Since the data point set processing relies on detecting the points contained in a ball centered at each given point, an octree structure is built to to accelerate the neighborhood computations.

Tests will also be made on objects of the Stanford Fragment Urbis Romae database. In that case a registration is needed to have a point cloud representing the whole object. Since we do not address the sweep registration problem in this paper, we will use single sweeps for our meshing experiments. It is interesting to note that even if the mesh obtained using two badly registered point clouds is not good enough for visualization, the detected feature lines are still coherent provided that the registration wrap is not too important (see fig. 23 for feature extraction on a surface containing more than one sweep).

The points acquired are non-oriented. An important feature of the scale space operator we just defined is that it does not need a previous surface orientation to proceed. However, if we want to infer the curvature sign from the scale space, we shall need a coherent orientation. The orientation will be obtained thanks to the scale space. This is the object of the next section.

## 5 First application: scale space raw data point orientation

Given an initial non oriented raw point cloud the surface orientation is a much needed information. Finding normal directions is very easy, since a local PCA yields the direction corresponding to the least eigenvalue of the local covariance matrix. This direction is a good approximation of the normal direction. We must then pick one of two possible orientations, and this choice must be locally coherent. The idea is to start by picking a random orientation for one point and then propagate it to the neighboring points. Now, sharp edges or a messy surface may fool such a propagation. If, however, the surface is smoothed enough, the propagation of the normal is safe. Thus the overall technique to orient the raw data set will be to smooth it by the scale space, to orient the smoothed surface, and to transport back this coherent orientation to the initial data points.

The first tool to realize this program is a simple propagation method for a point $p$ whose neighborhood $\mathcal{N}_{r}(p)$ contains some previously oriented points. The orientation is transmitted from a point to the next if their normal directions are similar. The algorithm is summed up below:

## OrientateFromNeighbors $(p, r, t)$

```
Algorithm 1: OrientateFromNeighbors \((p, r, t)\)
    Data: \(p\) an unoriented point, a threshold \(0<t<1\), a radius \(r\), the set \(\mathcal{N}_{r}(p)\) of \(p\) 's neighbors
            within radius \(r\)
    Result: true if the point was oriented, false otherwise
    Compute \(p\) 's normal direction \(\mathbf{n}\) by local PCA;
    \(\overline{\mathbf{n}} \leftarrow\) normalized mean of already oriented neighbors' normals;
    if \((\overline{\mathbf{n}} \cdot \mathbf{n})^{2}>t\) then
        if \(\overline{\mathbf{n}} \cdot \mathbf{n}>0\) then
            \(\mathbf{n}(p)=\mathbf{n}\);
        else
            \(\mathbf{n}(p)=-\mathbf{n} ;\)
        end
        Return true;
    else
        Return false;
    end
```

Scale space Point Cloud Orientation algorithm The input parameters are the radius $r$ and a threshold $0 \leq \mathrm{t} \leq 1$.

```
Algorithm 2: Scale space Point Cloud Orientation
    Data: A point cloud \(\mathcal{P}\), a radius \(r\), an update parameter \(a>1\)
    Iterate the projection filter \(T_{r}\) and keep track of each raw data point sample (Mean Curvature
    Motion);
    Find a point \(p_{0}\) in a flat area, pick its orientation and mark it as oriented. Add its neighbors to
    the pile \(\mathcal{S}\);
    while \(\mathcal{S}\) is not empty or \(\mathcal{S}\) does not become constant do
        Take \(p\) the first point in \(\mathcal{S}\);
        if orientateFromNeighbors \((p, r, t)\) then
            Mark the point as oriented and remove \(p\) from \(\mathcal{S}\);
        end
        Add \(p\) 's neighbors to \(\mathcal{S}\);
    end
    Add all remaining unoriented points to \(\mathcal{S}\);
    while \(\mathcal{S}\) is not empty and \(\sharp \mathcal{S}\) does not become constant do
        \(r=\alpha r\);
        for \(p\) in \(\mathcal{S}\) do
            Perform orientateFromNeighbors( \(p, r, t\) );
        end
    end
```

Steps from 10 to the end are necessary because adding neighbors of points to the pile might not be enough to cover the whole cloud due to sampling irregularities. Once this procedure is over, there might remain non oriented points. These points are usually isolated points, and it is simplest to ignore them. Actually, in all our experiments the number of remaining non oriented points was below $0.1 \%$. At each step the radius is multiplied by an $\alpha>1$ factor. In step 12 , the radius $r$ is changed. Thus all normals are not computed with the same radius. This is why we must reverse the scale space to come back to the original point cloud. At scale 0 , recompute the normal direction by local PCA for all points and pick the orientation which has positive scalar product with the previous normal. The whole process is summed up in algorithm 3. It is a first straightforward application of the scale space framework, where the information is computed at a coarse scale and propagated back to the finest scale.

```
Algorithm 3: Point Cloud Reorientation
    Data: An oriented point cloud \(\mathcal{P}\), a radius \(r\)
    Result: A point cloud with normals computed at the same scale
    for \(p \in \mathcal{P}\) do
        Compute the normal \(\vec{v}\) of \(p\) 's neighbors \(\mathcal{N}_{r}(p)\) by local PCA;
        if \(\langle\vec{n}(p), \vec{v}<0\) then
            \(\vec{n}(p)=-v ;\)
        else
            \(\vec{n}(p)=v ;\)
        end
    end
```

Having oriented the surface allows us to define positive and negative curvature level sets and 0 curvature level lines, as will be shown in section 7 .

## 6 Scale space meshing

We now discuss how to build a mesh on a high precision point cloud. Direct meshing is not possible because of the surface oscillation due to texture. The idea is to perform meshing on the smoothed surface and to transport this mesh back on the original point cloud. We need an efficient triangulation technique such as [ $\left.\mathrm{BMR}^{+} 99\right]$, [CSD04]. The only requirement on the algorithm is that the mesh should interpolate the points. The final vertices must be a subset of the original points almost identical to the raw data
set point. This is not the case with level set methods ([KBH06], [HDD $\left.{ }^{+} 92\right]$, [Kaz05],[LC87], [CA97] and [LGS06]). The whole pipeline was implemented using the Ball Pivoting Algorithm (BPA) [BMR ${ }^{+} 99$ ]. The method proceeds as follows:

```
Algorithm 4: Scale Space Meshing Algorithm
    Data: A point set with computed normals
    Result: A mesh of the original 3D data point set
    Iterate (four times) the projection filter \(T_{r}\) and keep track of each raw data point sample: this is
    the forward mean curvature motion;
    Mesh the smoothed samples;
    Transport the mesh back to the original points (thus reverting the mean curvature motion).
```

To set the radius automatically, we can get a good approximation of what a good radius would be while we compute the octree to sort the points. Indeed the root of the octree is the bounding box of all points. Let us call $L_{\max }$ the length of its largest side. Then, each cell represents a 3D cube with size $L_{\max } / 2^{d}$ where $d$ is the depth of the cell. Counting the number of points in that cell gives an approximation of the number of neighbors of a point contained in this cell for a spherical neighborhood of radius $r_{d}=L_{\max } / 2^{d+1}$. Performing this approximation in all non empty cells at the same depth gives an approximation of the number of neighbors for spherical neighborhoods with radius $r_{d}$. To perform the projection filter, the minimum number of neighbors of a point is 3 (including the point itself), because we need to estimate a regression plane. But having only 3 neighbors will lead to instable regression plane estimations. To have a robust geometric processing, our experiments led us to consider 30 neighbors a good value. Of course, since the same radius is used for all points, it may occur that for some points, the chosen radius does not ensure enough neighbors to perform the plane regression, those points are irrelevant and should be eliminated. Since we deal with a dense point cloud, removing them should not affect the point cloud. In all our experiments we removed less than $0.1 \%$ of points. With this automatically set radius, only a few scale space iterations are necessary: in all our experiments four projection iterations were used.

```
Algorithm 5: Setting the radius automatically
    Result: A radius \(r\)
    \(n p=0\);
    \(l=0 ;\);
    while \(n p<N_{\text {min }}\) do
        \(n=0\);
        \(n p=0\);
        for all non empty cells at depth \(l\) do
            \(n=n+1 ;\)
            \(n p=n p+\) cell \(\rightarrow\) Npoints;
        end
        \(n p=n p / n\);
        \(l \leftarrow l+1 ;\)
    end
    \(r=L_{\max } / 2^{d-l+1} ;\)
```

    Data: An octree with depth \(d\) containing the point cloud (root is at depth \(d\) and leaves are at
            depth 0) \(L_{\text {max }}\) size of the octree bounding box. A minimum number of neighbors \(N_{\min }\)
    Transporting back the connectivity information (step 3) can in theory lead to a self crossing mesh. Indeed, if two points lie too close to each other they may "switch position" in the scale space iterations, leading to a complicated surface topology. This problem can be solved by detecting all pairs of intersecting triangles. Then any remeshing algorithm can solve the problem by switching edges in quadrilaterals. However, this additional step was not implemented for two good reasons. First, the existence of a few intersecting triangles is no serious visual inconvenience. Second, we did not find any such crossing in all of our experiments.

Fig. 10 illustrates the mesh rendering of a simple geometric pattern by a back propagated mesh. Fig 10 (a) shows the coarse scale mesh, i.e. the mesh obtained after four scale space iterations. The sharp edges have been smoothed out. Nonetheless, a direct back-projection of this mesh at the original scale
allows to recover the sharp edges (fig $10(\mathrm{~b})$ ). The result can be compared to the meshes obtained by direct meshing (Fig. 10(c), simple Ball Pivoting Algorithm) and 10(d) (level set method [KBH06]). In that simple case with no texture and little noise, there is no significant difference between 10 (b), 10(c), and $10(\mathrm{~d}))$. Scale space meshing recovers edges as well as other state of the art methods.

Figs. 11 shows the application of scale space meshing with a mesh rendering at fine and coarse scale. We can see on Fig. 11 that the surface texture is lost at a coarse scale, but completely and accurately recovered by simply propagating the mesh information to the initial points at fine scale. Comparing the back projected mesh to the result of a direct meshing of the initial samples (Fig. 12) shows that the scale space triangulation is much more precise. In fact, a direct meshing is not applicable. It creates, among other artifacts, many spurious triangles. Fig. 13 shows a comparison between the reconstruction obtained by VRIP reconstruction method (see [CL96]) and scale space meshing. The scale space method produces a much more precise mesh, as can be seen on the close up of figs 14 and 15


Figure 10: Multi-resolution mesh reconstruction from the Diamond point set illustrating the recovery of sharp edges. In that case the object has no texture and almost no noise. Thus all methods give the same result, which proves the consistency of mesh back propagation method

Fig. 11 displays the many acquisition holes at the bottom of the Tanagra figurine, in the tunic's folds or near the right foot. By the scale space meshing these holes are not filled in and can be detected and characterized by their border Jordan curve (see Fig. 16). Since the Ball Pivoting Algorithm is used for triangulation, no triangle larger than a given threshold has been created. Indeed, to form a triangle, three points must lie on a sphere of given radius $r$. Thus, low density areas are considered holes. Fig. 12 illustrate the loss of details with level sets methods. Level set methods create a smoothed zero level surface of the signed distance to the raw data set point. They do not contain the raw data set points and lose track of them. Fig. 18 shows that not only these methods, but even direct meshing methods can miss small details. Fig. 17 illustrate why scale space meshing allows to recover those details: standard meshing at a smooth scale is simply easy because details have been unfolded. It is then trivial to back propagate the vertices of the smooth mesh to their initial positions. This yields a direct triangulation of the original raw data set.

The quantitative performance of each algorithm can be evaluated by meshing simple shapes. Test point sets were built by sampling perfect geometric shapes (for example a sinusoidal surface). The root mean square distance of the triangle barycenters of the mesh to the real surface were compared for each meshing method. This distance is computed by the Newton-Raphson method. The first surface "Wave 1" has equation $z=0.2 \cos (5 x)$, "Wave 1" has equation $z=0.2 \cos (5 x) * \cos (5 y)$, the third surface is a regularly sampled sphere and the last one is a sum of two close and narrow Gaussians $z=-\exp \left(-\frac{(x-0.1)^{2}}{0.01}-\exp \left(-\frac{(x+0.1)^{2}}{0.01}\right.\right.$. The RMSE results are shown in Table 19. It is obvious from these results that the Poisson reconstruction or any level set method cannot be applied to recover a surface with very thin details. On shapes containing no sharp edges, direct BPA and scale space meshing perform comparably. On the thin structure created by adding two very close Gaussians, the loss of precision of BPA is clear. This phenomenon is similar to the one observable in Fig. 12(c) where BPA does not recover thin details.


Figure 11: Multi-resolution mesh reconstruction of the Tanagra point set illustrating the recovery of fine texture. All back propagated textures are present on the original

## $7 \quad$ Scale Space geometric features extraction

Having a method to compute curvature directly on the data point set, and a method to backtrack raw points, has consequences on two closely related problems: the ridge-valley classification and the computation of inflexion lines. Inflexion lines are defined as the curvature zero-crossings: they are therefore equivalent to the "zero-crossing of Laplacian"proposed by Hildreth and Marr [MH80]. These curves are closed and segment the shape into ridges (positive mean curvature points) and valleys (negative mean curvature points). In order to achieve this scale-dependent segmentation, several scale space iterations yield a scale-dependent curvature. The sign of this multiscale curvature yields a binary classification in ridge and valley regions (see 20). Of course, the presence of fine textures hinders the detection of large scale ridges and valleys. They are instead easily computed after several scale space iterations, and transported back on the initial raw data set point. We have defined inflexion lines as zero-crossings of the curvature. They therefore separate ridges (positive curvature) from valleys (negative curvature). At each scale, curvature level lines can be drawn on the scale space mesh of the raw original samples as defined in Section 6. For $\alpha \in \mathbb{R}$, to extract a $\alpha$-level line, we detect edges whose extremities $P_{1} P_{2}$ have curvatures $H\left(P_{1}\right)$, such that $\left(H\left(P_{1}\right)-\alpha\right) \cdot\left(H\left(P_{2}\right)-\alpha\right)<0$. Inflexion lines vertices are linearly interpolated along


Figure 12: Comparison between the direct mesh and the back projected mesh. The width of this logo is approximately 1 cm . Direct meshing creates many wrong triangles. Compare the details in $12(\mathrm{~b})$ and 12(c). See figs 17-18 for an explanation of this difference.
these edges and linked using mesh the connectivity information. The algorithm is summed in algorithm 6 , an edge $e$ will be called $\alpha$-crossing if its extremities verify $\left(H\left(P_{1}\right)-\alpha\right) \cdot\left(H\left(P_{2}\right)-\alpha\right)<0$.

```
Algorithm 6: Extracting the curvature level lines
    Data: A meshed point cloud with curvature information for each point
    Result: \(\mathcal{L}\) a set of inflexion lines
    while There remain unmarked \(\alpha\)-crossing edges do
        \(l\) an empty list of points;
        Find an \(\alpha\)-crossing edge \(e_{0}\);
        Mark \(e_{0}\);
        Choose \(T\) one of the adjacent triangles to \(e_{0}\);
        \(e \leftarrow e_{0}\);
        Add \(e\) to the right of \(l\);
        while \(e\) is not a border edge and \(e\) is not \(e_{0}\) do
            \(e_{\text {prev }}=e\) Find \(e\) the other \(\alpha\)-crossing edge of \(T\);
            Mark \(e\);
            Add \(e\) to the right of \(l\);
            Pick \(T\) adjacent to \(e\) but not to \(e_{\text {prev }}\);
        end
        \(\mathcal{L} \leftarrow \mathcal{L} \cup l ;\)
    end
```

The algorithm is based on the fact that each triangle with one $\alpha$-crossing edge has two $\alpha$-crossing edges. Since the inflexion lines surround the surface crest lines, crest lines can be considered as a sort of skeleton of well chosen level lines, as can be seen on Fig. 22. Furthermore, inflexion lines are well defined closed Jordan curves. The only open inflexion lines are those that end on a hole. At the bottom of the Tanagra figurine some open inflexion line end up on the acquisition holes (see Fig. 16).

## 8 Conclusion

The increasing accuracy of 3D triangulation scanners requires an effort to reconsider the whole rendering chain, and to obtain high quality visualization, actually better than those obtained by photography. The present paper has proposed a strategy to mesh the raw original surface, therefore ensuring a faithful rendering and an accurate hole detection. Future work will be on the testing of a closed scanning loop with our experimental scanner. The scanner will be steered towards the detected holes to get a data


Figure 13: Comparison on a piece of the Fragment Urbis Romae (FUR) database. Texture and details are better recovered on the back-propagated mesh (middle). Compare with the VRIP reconstruction method available on the FUR website (right)


Figure 14: Closeup of a piece of the (FUR) database reconstructed by scale space meshing (left) and VRIP method (right)
point set as complete as geometrically possible. Future work will also reconsider the registration and fusion algorithms for several scanning sweeps in textured areas. The final goal would be to perform accurate supperresolution from several sweeps.
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Figure 20: Classification of the Nefertiti point set. Four steps of the scale space are applied to the point set. The final coarse scale classification is transported back to the original point positions. The final classification captures the global geometric properties of the shape at the desired scale


Figure 21: Tanagra inflexion lines (front part), dividing the folds in ridges and valleys.


Figure 22: Extraction of level line 0.12 of the diamond point set, segmenting the points into flat and non flat areas
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