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Abstract: In this paper, we Consider a long time and vanishing mutations limit of an
integro-differential model describing the evolution of a population structured with respect
to a continuous phenotypic trait. We show that the asymptotic population is a steady-
state of the evolution equation without mutations, and satisfies an evolutionary stability
condition.

1 Introduction

1.1 The model

We consider a population f(t,-) structured by a phenotypic trait € X € R% We denote
by f(t,z) the density of the population of trait z € X, at time ¢ > 0. The population
evolves through a process of mutations and selection, according to the integro-differential
model (see [17, 4, 7, 8]):

{ f(0,z) = f%), zeX, 1)
Ouf(t,x) = s[f(t,)(x)f(t, ) + [y m(z —y)f(t.y)dy, t>0,v€X,

where s[u|(x) denotes the fitness of individuals of trait x living among a population
p € M(R), that is the birth rate minus the death rate of those individuals. [, m(- —
y) f(t,y) dy represents mutations (see [7, 21, 5]), with m : X — X — R,. In this paper,
we consider that the fitness s[u] is of logistic type (see [1]), and more precisely that:

slul(z) = a(z) - /X bz, y)uly) dy, 2)

where a(x) is the fitness of an individual of trait x € X without competition. In this arti-
cle, we consider that the competition between two individuals depends on their respective
traits, we thus consider a competition kernel b(-,-) > 0. Throughout this article, we will
write abusively [, b(x,y)u(y) dy instead of the correct [y b(z,y)du(y).



We introduce a parameter € > 0, that represents the frequency of mutations (see
(10, 21]):
Ouf(t,x) = s[f(t,)](@)f(t, z) + e(m =, [)(L, ). (3)

Since mutations are rare (especially those affecting the phenotype z € X), we are
interested in the limit case ¢ — 0. More precisely, we are interested in the long-time
behavior of (3) when € — 0, we thus rescale the time variable: ¢ = €t. (3) then becomes:

Of(t,x) = éS[fs(t, (@) f(E2) + (mo*e f)(E 7). (4)

Remark 1. Notice that the scaling we chose is different from the scaling usually considered
for such equations (see [21, 2, 22]): the usual one would be t = \/et. Eq. (3) rescaled
then becomes (with &' := \/¢):

Ouf°(t,x) = %S[fs(t (@) f2 () + e(m e f) (¢ 7). (5)

Since our timescale is faster than the usual one, we expect that the limit f of solutions
f¢ of (4) when e — 0 will be constituted of steady-states of (1) without mutations (that is
with m = 0). Indeed, we will even show, in Prop. 4 that for a.e. t >0, f(t,-) is a stable
(in the sense that it is an ESD, see Def. 1) steady-state of (1) with m = 0. This result
s the main result of this paper.

In evolution theory, and in particular in Adaptive Dynamics (see [15, 20, 13, 9]), the
notion of Evolutionary Stable Strategies (ESS) plays an important role for the evolution-
ary stability of a population (see [19, 3, 9]). However, this notion is not well-adapted for
general measure-valued populations, for which one should consider the following extension
of the notion of ESS (see [8, 16]):

Definition 1. f € M'(X) is called an Evolutionary Stable Distribution of (2) if

Va € supp(f), s[fl(z) =0, (6)

vz e X, s[fl(z)<0. (7)

We make the following basic assumptions:
Assumption 1: X C R? compact, f© € M1(X), f° # 0, and
e o c Wh(X), O :={x;a(x) > 0} # 0;
e be WH>(X x X), inf, ey b(z,y) > 0;
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e meWh(X —X)NLY X — X), m >0, m(0) > 0.

If Assumption 1 is satisfied, then there exists a unique solution f € C([0, 00); M} (X))
of (1) (see Thm 2.1 of [8]). We also recall the uniform bound on ||f(%,-)|| a1 (x) obtained
in [8]:

max,ex a(r) + max, yex m(z — y)
[l zoe e ar )y < inf, yex b(z, y) > "

Moreover, we make the following assumption on m and X:

Assumption 2: There exists [ € N and C' > 0, such that for any z,y € X,
(x_ym) (x —y) > C >0,
where *_jm =mx (mx* (---x (m)...)).

Since we assumed in Assumption 1 that m(0) > 0, Assumption 2 holds for compact
set X C R? such that Int X is connected.

In this work, we will often use the integral formulation of f¢, following an idea from
[10]: fort >0, x € X,

t
Fo(t, @) = fO(z)et Jo sl @l@ar | / (m %, ) (0, 2)et Jo sl @@ dr go ()
0

By a slight modification of Thm 3.1 from [8], one obtains that f¢ converges (up to an
extraction) to a limit measure in the sense that:

Proposition 1. Assume that Assumptions 1 and 2 are satisfied, and for e > 0, let f¢ €
C([0,00); M1 (X)) be the solution of (4) given by [8]. Then, there exists a subsequence of
(%)<, that we still denote (f¢)., and f € L>=([0,T], M*(X)) such that:

fe—emo [ L® (w[0,T],0(M", Cy) (X)), (10)

and for every o,t € (0,71,
/ S5 (r, )] dr e/ S (m ) dr L ((0,T) x X). (11)

In Subsection 1.3, we state the results of this paper, the main result being Prop. 4.
In subsection 1.4, we first discuss the interplay between previous results on asymptotics
for (1) and the results of this paper, then, we state two corollaries of Prop 4 that we find
particularly interesting. Finally, in Section 2, we proove the results stated in Subsection
1.3.



1.2 The results

1.3 Statement of the results

The main objective of this article is to characterize a limit f € L*([0,T], M3 (X)) of
the solutions f¢ € C([0,00); M1(X)) to (4) given by Prop. 1. As mentioned in the
introduction, we expect f(¢,-) to be an ESD (see Def. 1) for a.e. ¢ > 0. To show this
property of f, the first step is to show that f(¢,-) satisfies (7) for a.e. t > 0:

Proposition 2. Assume that Assumptions 1 and 2 are satisfied. For e > 0, let f¢ €
C([0,00); M1 (X)) be the solution of (4) giwen by [8], and f € L>([0,T], M* (X)) be an
asymptotic population density given by Prop. 1.
Then, for a.e. t € Ry,
Vee X, s[f(t,-)](z) <0.

To show Prop. 2, we will need the following Lemma, which provides a (non-uniform
in €) lower bound on f*:

Lemma 1. Assume that Assumptions 1 and 2 are satisfied, and for ¢ > 0, let f¢ €
C([0,00); M1 (X)) be the solution of (4) given by [8].
Then, there exists C, k > 0 such that for all € > 0 small enough,

fe(t,z) > Ce®,  fort >0,z € X.
The second step is to show that f(¢,-) satisfies (6) for a.e. t > 0:

Proposition 3. Assume that Assumptions 1 and 2 are satisfied. For € > 0, let f° €
C([0,00); M (X)) be the solution of (4) gwen by [8], and f € L>([0,T], M* (X)) be an
asymptotic population density given by Prop 1.

Then, for a.e. t € Ry,

Vo € supp f(t,-), s[f(t,-)](z)=0. (12)
To show Prop. 3, we will use the following Lemma:

Lemma 2. Assume that Assumptions 1 and 2 are satisfied. For ¢ > 0, let f& €
C([0,00); M1 (X)) be the solution of (4) given by [8], and f € L>([0,T], M'(X)) be
an asymptotic population density given by Prop. 1.

Ifn, 6 > 0, there exists i € (0,m) such that for any T € X and t a Lebesgque point of

t— s[f(t,)](z) satisfying
s[f (& )](x) < —n,
there exists t1, to € Q, to —t1 < 1, such that t € (t1,t3) and:
! — / / f(t,x)dtd:ngstg,
t1 = tof [B(Z, &)| Jit,.1) JB(z.5)

where Cst is a constant depending only on a, b, and m.
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Finally, if we combine the results of Prop. 2 and Prop 3, we obtain the main result of
this paper (thanks to Def. 1):

Proposition 4. Assume that Assumptions 1 and 2 are satisfied. For ¢ > 0, let f¢ €
C([0,00); M1 (X)) be the solution of (4) given by [8], and f € L>([0,T], M (X)) be the
asymptotic population density given by Prop 1.

Then, for a.e. t € Ry, f(t,.) is an ESD of (2).

Note that in general, the limit population f given by Prop. 4 depends on the time
variable ¢, and on the subsequence of (f¢). extracted in Prop. 1.

Remark 2. For the sake of Proofs readability, we wrote our results under the non-optimal
assumptions 1 and 2. One can probably generalize our results to non-compact phenotypic
trait spaces X, provided that a(x) decreases fast enough when © — oo. One can also
consider mutation kernels that depend resonably on ¢.

1.4 Comments on our results and previous results

In the case when (2) admits a unique ESD f = pd; (z is then called ESS of the system),
the convergence of the solution f of (1) to f under an asymptotic of large time and
small mutations has been studied e.g. in [5, 6]. For competition kernels of the type
b(x,y) = by (x)ba(y), the dynamics of the population can indeed be well understood using
the scaling (5), see [10, 21, 2].

For more general competition kernels such as we consider in this article (and that are
widely used in theoretical biology, see e.g. [17, 11, 24, 12]), the scaling (5) still can be
used (see [22]), but the asymptotic population f cannot be explicitly described, and we

don’t know then any result on the long-time properties of the population.

If mutations are neglected in (1), that is when m = 0, (1) has been studied in [8, 23, 16].
In [8, 23], the local stability of some ESD of (2) for (1) without mutations have been
proven. More precisely, it is shown that an ESD f = Y7 5,0z, of (2) is a locally (in
the sense of the W, Wasserstein distance on measures) stable steady-state of (1) (with
m = 0) if (z;); is an Evolutionary Attractor, which is a stronger stability notion than
ESD (see [14, 18, 23]).

The case where mutations are neglected has also been studied in [16], under an as-
sumption on the competition kernel, which corresponds to b(z,y) = B(z — y) and the
Fourier transform of B is positive. Then, under the additional assumption that there
exists an ESD f of (2), it is shown in [16] that f(¢,-) — f (see [16] for a precise state-
ment). Cor. 1 below shows that this last assumption is always satisfied (under reasonable
assumptions on X, a and b, see also Rem 2).

We emphasize two important corollaries of the main result of this article (Prop. 4),
which are of particular interest:



The first corollary states that for any coefficients a, b satisfying Assumption 1, there
exists at least one ESD of (2):

Corollary 1. If Assumption 1 is satisfied, then there exists an ESD f € MY (X) of (2).

To prove this result, one may choose for instance a mutation kernel m(z) := 1, and
apply Prop. 4.

The second corollary states that if (2) admits only one ESD f, then the solutions (f¢)
of (4) converge asymptotically to f

Corollary 2. Assume that Assumptions 1 and 2 are satisfied, and for € > 0, and let
fe € C([0,00); M{ (X)) be the solution of (4) given by [8].
If (2) admits a unique ESD f € MY (X) of (2), then

¢ =0 f L™ (w * [O,T],J(Ml,C’b)(X)) .

This corollary is a direct consequence of Prop. 4 and Prop 1. Notice that in evolution
theory, and in particular in Adative Dynamics theory, one often assume (usually implic-
itly) that a unique ESS (ESD being a generalization of the notion of ESS) of the system
exists. Cor. 2 then identifies the asymptotic behaviour of the population, with very few
assumptions on the initial population and on a, b, m.

2 Proofs of the results.

2.1 Proof of Lemma 1

Step 1: We show that there exists C'; > 0 such that for any t > 0, z € X, if ¢ > 0 is
small enough, then fe(¢t,z) > Ciel infoep—roq || (0, )| 1(x)-

Let t >0, x € X. If £ > 0 is small enough, t — Ie > 0, and then we get from (9):

t
Flta) = [ (na et ei@ g

t—e

> et [ | Fio.)do)] @)

and further,



t o
fe(t,z) > e lslecanm «, (/ (/ m kg fs(é,x)eéf;‘s[fs(T")](z)dT d&) da)
t—e o—¢
ellsll Loo (x) t g
> e llsllzeex) (e_f) m %y </ m*, [€(F,-)do da) (x)
t—e Jo—e

. g (€—||S||L°°(X>)2m — (/tt—ga fe(o,") da) ().

3
—3e

Iterating this estimation, we get, for I € N:

fs(t,l’) > (§>I—l (6_||3||L°°(X))I (*{:1m) *, (/t:fa fa(a’ ) do’) (;(;),
-1 t—ite
> (5) (M=) min («Lym) (o) /t_me 1@ Mz do

2

Thanks to Assumption 2, we get:

c eNI-1 _lls I ti%e €
Flea) = 0(5) (o) [ o) do
t——F-¢

2

> Cie' inf o ||f(0,) o)

- o€t—Ie,t]

Step 2: We show that there exists C, k > 0 such that for ¢ > 0, if € > 0 is small enough,
then, [[f2(t, )| > C'e".

Let Cy be the constant of Step 1, and X; := {z € x;a(z) >

4e 2
AT = 1
maxa (01|X1|€I> ’

i min {9 e I, e
e

T = inf {t > 0;[|f*(t, ) |11 x) <A},

s maxyex a(z)}. Let:

where ||s]|oc < 00 denotes the uniform bound on s[f¢](-) (see Assumption 1 and (8)):

maxXyex a(x) + max, yex m(z —y)

infm,yEX b(aja y)

>Hf0\|M1(X)) :

We want to show that T' = oo, using a reductio ab absurdum argument.

nﬂw:uwm+nwmmw(
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If ¢t < Ie, thanks to (9),

—lislleole
1t )l = 1 xe™ = = A,
and then, T' > I¢.

Assume now that 7' > 2AT is finite. Then, [T — I, T] C R,, and we can apply the
result of step 1: for x € X,

T = AT,2) > el b [0, ) > CreA (13)

€lt—1e,t]

Moreover, using the definition of AT, we can bound || f*(¢,-)||1(x) from above using
an integral formulation of f similar to (9): for t € [T'— AT, T] and z € X,

FE(Tx) > fo(t,a)es i s l@in
> fo(ta)e AT
Thus, thanks to an integration over X, we get for t € [T — AT, T1:

1
||f€(t7)||L1(X) S Aeg”S“ooAT

maxa
< ;
1ol
and then, for t € [T'— AT,T] and z € Xj,
1/1
of(ta) = % (Gmaxa = Pl ) £
> o f(ta). (14)

Then, f5(T,x) > f5(T — AT, z)e 3= 2T, and thanks to (13), we get for z € X;:
fE(T,z) > CielAe™=7AT

and then,

1FE(T oy = 15T )z = Crl XaleTAe 52T,
which implies, thanks to the definition of AT that || f*(7, )| r1(x) > 2A, which is absurd.

Then, necessarly, T' = oo, which proves Step 2, since for ¢t > 0, || f*(¢,-)||r1(x) = A and A
can be bound from below by a polynomial in e:

. —IIsloo maxa M
b mm{”f°l|u<x>e L }

4llslloo

sller  MAX @ (01|X1|5]> e

= i 1P eoe = g {75

Finally, the combination on of Step 1 and Step 2 proves Lem. 1.
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2.2 Proof of Prop. 2

We assume that there exists T € Int(X) and a Lebesgue point ¢ > 0 of ¢ — s[f(¢,-)](T)
such that:

slf(t,)](z) > 0. (15)

Step 1: We will show that this assumption leads to a contradiction.

Since t is a Lebesgue point of ¢ — s[f(t,)](Z),

$ [ U@ = sl E) >0

Then, there exists ¢ > 0 such that:

/tt SUf(r, (@) dr > Cist > 0. (16)

—0

Thanks to the limit (11), (16) implies that there exists £ > 0 such that:

Ve € (0,2), /t;s[fE(T, (@) dr > Cst > 0. (17)

Finally, (x — fti s[fe(r, )](x) dT) is uniformly Lipschitz-continuous thanks to As-

sumption 1, and then, there exists & = 0 such that:

Ve € (0,¢), Vo € B(z, k), /ts[fE(T, ))(z)dr > Cst > 0,

t1

where B(Z,r) := {z € X,|r — Z| < k}. Then, using an integral formulation of f* (see
(9)), we get:
Fel,z) > et sl @@do po7 5 0y
> e T f(E— 5, 1), (18)

where C'st > 0. Thanks to Lem. 1,if £ > 0 is small enough,

Cstys

Ve € (0,8), Vo € B(z,R), f(t—0,2)>e= °Ce"

where C'st, k > 0, and then,

Cstys

1 i = / F(Ex)de > C|BER)| e - oo,
B

(2,R)



which is in contradiction with the uniform a priori bound (8) on f*.
Step 2: We will show that Step 1 implies Prop. 2.

Let n > 0. Since X is bounded, there exists N € N and z1,...,xy € X such that
X c UY, B(wy,7). (19)

For i € {1,..., N}, there exists a negligeable set N; C R, (that is |N;| = 0), such
that any ¢ € R, \ NV; is a Lebesgue point of s[f(t,-)](x;), and then, thanks to Step 1,
s[f(t,))(x;) <0. Since this is true for i = 1,..., N,

Vi=1,...,N,Vt e R.\ (UL, N;), s[f(t,)](z;) <0. (20)

Since {1, ...,z } satisfies (19) and |0, s[f]]| Loe moxx) < ||| 41010 oo f || Lo (ry a1 (x)) <
00, we get from (20):

Ve R\ (UL, N;), Vo € X, s[f(t,)](x:) < Cst,

that is |[{t € Ry; Jz € X, s[f(t,-)](x) > Cstn}| = 0, and since this is true for any
n > 0, Prop. 2 follows.

2.3 Proof of Lem. 2
Since ¢ > 0 is a Lebesgue point of ¢ — s[f(t,-)](Z), then

1

5 s dr =5 sl )@ <~ <0,

and therefore, there exists § € (0,4) such that:

/tas[f(7'7~)](£)d7'§ —%n5<0. (21)

Thanks to the limit (11), (21) implies that for some & > 0, we have:

Ve € (0,2), /Ms[fa(f, @) dr < —ina <0.

Since ||0ps[fe]]| zoo(my xx) < ||@’|| +1010]| oo | £5 || oo (r . ar1(x)) < 00 is uniformly bounded,
for e € (0,¢),

/ slfE(r, ) (x)dr = / s[fE(r,))(@) dr + O3] — &) + O]t — 7))
t—4 t—§8

IN

1 _
(_177 + Haxs[fa}“L‘x’(ﬂh_xX) |$ - ZL‘|) o+ O(|t — t|)
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- . . n 3 —
Let K := min <8||815[fE”|L00(]R+><X)’ 7]). Then, there exists t1,to € QNR, to —t; < 1,

such that t € (t1,1s), and :

Ve € (0,8), V(. ) € (t,t2) x B(3, %) N (R, x X), /;s[fE(T, )(z)dr < —Cst < 0.

(22)
Notice that |ty — t;| depends on 9, it is thus impossible to control uniformly |ty — #;]
from below, as we do for k.

Let t € (t1,t2), and € B(Z,R). Thanks to (9),
t—5
Flta) = PeBarei@s [ g e e g,
0
t
—l—/ m x, (0, z)et o ST EN@ AT g
t—o
For o <t — 0, we use Prop. 2 and (22) to estimate:
t t—0 t
[slFea@dr = [ srea@ s [ e i
o o t—9

< 0-Cst <0,

and if 0 > t — §, thanks to Prop. 2, f; s[fe(r,)](x)dr < 0. Then,

—Cst —Cst

t—3
Flta) < fa)es + / x| £ (0, e =5 do

t
+||m||L°°(XX)HfEHLOO(Ll(X))/ e’ do,
t—5
< o.(1)+ Cstd,
where the constant C'st only depends on a, b and m.

Let now ¢ € C.(X) be a test-function such that:

e = [ Lt

to
// (0(1) + Cst5)
t1 JB(z,R)

< |ty — | | Bz, 8)| (0-(1) + C'st ) . (24)

Then:

IN

IN
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Thanks to (23), if we let ¢ — 0, we get from (24) and (10):

< C'sto.
rtl—t2||B |/ / fsCs

ﬁ
2

Note that the constant C'st does not depend on §, but only on a, b and m.

2.4 Proof of Prop. 3

Let T > O 77 > 0,6 > 0, and & the constant appearing in Lem. 2. We will show that
fo S f(t,2)Lgpt,9)@)<0 d dt = 0.

Since X is bounded, there exists NV € N and zy,...,xx € X such that
X c UY, B(x, R). (25)

Fori € {1,..., N}, there exists a negligeable set N; C [0, T such that any ¢ € [0, T|\ V;
is a Lebesgue point of s[f(¢,-)](x;). We define N := UY, N;.

If # € X and a Lebesgue point ¢ € [0,7] \ N of t — s[f(t )](z) are such that

s[f(t,))(Z) < —n — K ||0us[f]|| Lo, x x), then there exists i € {1,..., N} such that |z —

x;| < R, and then, thanks to the definition (25) of z,...,xy,

sl (&) (i) < s[f (& ))@) + EllOzs[fl| Loy xx) < =1

{(t,2) € ([0, 7]\ N) x X; s[f(t,)](x) < = = Rl|Oss[f]]| Lo (rixx) }
c UN.\7T; x B(xi, k) (26)

where 7; .= {t € R, \ N; s[f (¢, )](z;) < —n}.

Lem. 2 applies to (¢,z;) for i € {1,...,N} and t € 7;: there exists 't e Q,
t € (t}",t5") such that

1
|t1 _t2||B$’<¢|

/ f(t,x)dtdx < Csté. (27)

Let consider a fixed i € {1,..., N}. Since t}*, t5* € Q (see Lem. 2), the set {(t}",t}") €
0,71t € T;} is indeed countable There exits then an increasing sequence (QF)gen of
finite subsets of {(t}",t5") € [0, T]%;t € T;} such that U_,QF = {(t}*,t5");t € T;}. Thanks
to the monotone convergence theorem,

12



// flt,x)dedt < / / f(t,z)dzdt (28)
7; J B(x;,R) UteT; [t1,t2] J B(z4,R)

< Jim / ft, ) da dt. (29)
Uty tp)cak [t1st2] 7 B(2i,R)

k—o0

Before using estimate (27), we modify the finite sets Q¥ so that intervals {[t1, 2]; (t1, t2) € QF}
do not intersect too much. To do so, we proceed as follows:

o We order QF = {(t1,#1), (2,¢2), ...} so that (#!) is increasing.

e For [ >1,if 5™ <t we remove (¢}, t5"!) from QF.
If ¢571 < t), then [t 6571) C [t],t4], and Uy, ryeqr(ts, ta] X B(z;, k) is not affected
by the removal of (t/™, t5™) from QF.

We repeat this procedure as often as required, starting from [ = 1.

e For [ >1,if ! <t we remove (t,™,t5™') from QF.
If #72 < ¢, thanks to the preceding step, 4 > t5*! and then,

[t 857 C [0, 657 = [t ] U [0, 157,
Ut ta)eak [t1, t2] X B(z;, &) is thus not affected by the removal of (£, £57).

We repeat this procedure as often as required, starting from [ = 1.

Finally, we end up with a finite family of intervals QF = {(t!,£), (£3,12), ...} such
that t{™2 > t, for any [ > 1. Then, only consecutive intervals [, 5], [t},5] can intersect,
and thus:

D dti—tal = [Ugpamear [t tall + D11 — th] i — 5]
(tl,tz)EQk l

< 2| Uty i) ek [t1, o]
< 2T +2.

(S(ince 232 — 11 <1, see Lem 2). Moreover, Uy, ,cqrlti, t2] X B(xi, &) = Uy, iy)earlts, t2] X
B l‘i,/_i .
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Thanks to the modified family QF constructed above, we can estimate, using (27):

/ / flt,x)dedt = / / f(t,x)dxdt
U(tl,tz)eﬂk[tl’tQ] B(zi,k) (t tQ)EQk[t1t2] B(z;,k)

< ¥ / / f(t,2) dw dt
tl t )EQk [tl t2] B(fti,l_{)
< Y Csthln - bl[B(.R)
(tl,tg)eflk
< Cstd|B(x,F)| Y |t —to
(tl,tg)EQk
< Csté.

where C'st does not depend on k or 6. Since this bound is uniform in k, we get from

(29):
// f(t,x) d$dt<Cst(5

and then, combining this inequahty (Whlch holds for any ¢ € {1,..., N}) with (26), we
get:

T
/0 /X f(t, $)]l{(t7w);S[f(tw)](l")é—n—k||8ms[f]HLoo(R+XX)}(x) d dt

N

= f(t,z)lg, o 1Bea 1l o () dxdt
/[OT]\NZ/B(GH,H) { s[f(t,)](@)<—n—F[|0es[f]llL (R+XX)}

<Z// f(t,x)dxdt
xzn)

< Cst).

Since this is true for any 6 > 0 (we recall also that f > 0),

/ /f (& 2) L L 1) st (1) @) <R Nl oo e} () AT AE =0,

and since this true for any n > 0,

T
/ / f(t’ x)]l{xEX;s(t,x)<O} dx dt = O,
0 X

14



and then for a.e. ¢ > 0 (since T' > 0 can be choosen arbitrarly large), fx F(t, o)L pexista)<0) =
0. It follows that for a.e. ¢ > 0,

Va € supp f(t,-), s[f(t,-)](z) =0.

which proves Prop. 3.

References

[1] Bacaer N, Verhulst and the logistic equation for population dynamics. European
Communications in Mathematical and Theoretical Biology 10, 24-26 (2008).

[2] Barles G, Mirrahimi S, Perthame B, Concentration in Lotka-Volterra parabolic or
integral equations: a general convergence result, preprint LJLL (2009).

[3] Brown S, Vincent TL, Coevolution as an evolutionary game. Evolution 41, 66-79

(1987).

[4] Biirger R, The Mathematical theory of selection, recombination and mutation. Wi-
ley, New-York (2000).

[5] Calcina A, Cuadrado S, Small mutation rate and evolutionarily stable strategies in
infinite dimensional adaptive dynamics. J Math Biol 48, 135-159 (2004).

[6] Calcina A, Cuadrado S, Asymptotic stability of equilibria of selection-mutation
equations. J. Math. Biol. 54(4), 489-511 (2007).

[7] Champagnat N, Ferriere R, Méléard S, Unifying evolutionary dynamics: From indi-
vidual stochastic processes to macroscopic models. Theor. Popul. Biol. 69, 297-321
(2006).

[8] Desvillettes L, Jabin PE, Mischler S, Raoul G, On selection dynamics for continuous
populations. Commun Math Sci 6(3), 729-747 (2008).

[9] Diekmann O, Beginner’s guide to adaptive dynamics. Banach Center Publ. 63,
Polish Acad. Sci., Warsaw, 47-86 (2004).

[10] Diekmann O, Jabin PE, Mischler S, Perthame B, The dynamics of adaptation: an
illuminating example and a Hamilton-Jacobi approach. Theor. Popul. Biol. 67(4),
257-71 (2005).

[11] Dieckmann U, Doebeli M, On the origin of species by sympatric speciation. Nature
400, 354-357 (1999).

15



[12]

[13]

[14]

Doebeli M, Dieckmann U, Evolutionary branching and sympatric speciation caused
by different types of ecological interactions. Am. Nat. 156, 77-101 (2000).

Durinx M, Metz JAJ, Meszéna G, Adaptive dynamics for physiologically structured
population models. J. Math. Biol. 56, 673-742 (2008).

Geritz SAH, Kisdi E, Meszena G, Metz JAJ, Evolutionarily singular strategies and
the adaptive growth and branching of the evolutionary tree. Fvol. Ecol. 12, 35-57
(1998).

Hofbauer J, Sigmund K, Adaptive dynamics and evolutionary stability. Appl. Math.
Lets 3, 75-79 (1990).

Jabin PE, Raoul G, On selection dynamics for competitive interactions. preprint
CMLA-ENS Cachan 17, (2009), submitted.

Kimura M, A stochastic model concerning the maintenance of genetic variability in
quantitative characters. Proc. Natl. Acad. Sci. USA 54, 731-736 (1965).

Leimar O, Multidimensional convergence stability. Evol. Ecol. Res. 11, 191-208
(2009).

Maynard Smith J, Price GR, The logic of animal conflict. Nature 246, 15-18 (1973).

Metz JAJ, Nisbet R, Geritz SAH, How should we define fitness’ for general ecological
scenarios? Trends Ecol. Evol. 7, 198-202 (1992).

Perthame B, Barles G, Dirac concentrations in Lotka-Volterra parabolic PDEs.
Indiana Univ. Math. J. 57(7), 3275-3301 (2008).

Perthame B, Génieys S, Concentration in the nonlocal Fisher equation: the
Hamilton-Jacobi limit. Math. Model. Nat. Phenom. 2(4), 135-151 (2007).

Raoul G, Local stability of evolutionary attractors for continuous structured popu-
lations. preprint CMLA-ENS Cachan 1, (2009), submitted.

Sasaki A, Ellner S, Quantitative genetic variance maintained by fluctuating selection
with overlapping generations: variance components and covariances. Fvolution 51,

682-696 (1997).

16



