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ABSTRACT. We propose in this short note a method enabling to write
in a systematic way a set of refined equations for average ion models in
which correlations between populations are taken into account, starting
from a microscopic model for the evolution of the electronicconfigura-
tion probabilities. Numerical simulations illustrating the improvements
with respect to standard average ion models are presented atthe end of
the paper.

1. INTRODUCTION

In the last years, the extension of average-ion models to themodeling
of plasmas in off-equilibrium conditions has been considered (cf. [DR],
[DFDM]). Those models give a simplified macroscopic statistical descrip-
tion of a large set of ions, by calculating the populations ofN “levels”. This
is an alternative to the more complex detailed description based on evolu-
tion equations for the probabilities of the many states through microscopic
processes in the plasma. If more detail about the distribution of states (for
example theN(N +1)/2 correlations between level populations) is needed
in an average-ion model, this will be calculated afterwards(cf. [DFDM]). In
a previous paper (cf. [CDR]), it was provided a study about the conditions
under which the average ion model can rigorously be derived as a limit of
the detailed models.

In this paper, we provide a model which is more complicated than the
average ion model (it basically requires the resolution ofN(N + 3)/2 or-
dinary differential equations (ODEs) when the average ion model requires
N ODEs) but still much simpler than the microscopic models (which may
require the resolution of a number of ODEs of the order of2N (N !)2). This
model is derived from the microscopic detailed descriptionof the plasma
by using a systematic procedure of moment closure.

We recall the setting and notations used in [CDR] and [DFDM]: wecon-
sider a set of ions which belong to the same species of atoms ina bath of
particles (electrons) at Maxwellian equilibrium at a giventemperatureT .
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We denote byZ the charge of the nucleus of the considered atomic species.
We consider the set of bound electrons in each ion and we collect the elec-
trons in subsets which we shall call levels.

Levels are defined by grouping electrons with about the same energy,
and usually the grouping is built in such a way that the numberN of levels
for bound electrons is finite: in our simulations, the levelswill be indexed
according to the principal quantum numbern (up to the numberN which is
a priori fixed), so that they will correspond to the atomic shells, and we shall
use indifferently both words (shells or levels) to denote the same object.

A configuration~k = (k1, . . . , kN ) of an ion is specified by the occupation
number (i.e. the integer number of electrons)ki ∈ N of each leveli in the
ionic configuration.

Each bound electron shelli can accommodate a finite number of electrons
Di (Di = 2 i2 in the numerical examples that we present). We shall denote
asC the set of all allowed (0 ≤ ki ≤ Di) ionic configurations~k.

At the microscopic level, the set of ions is described by the probability to
find an ion in the configuration~k at timet, which we denote byg~k(t). We
have of course

∑

~k∈C g~k(t) = 1, and the evolution equation forg~k(t) is

(1)
d

dt
g~k(t) =

∑

~k′∈C

B~k′→~k
g~k′

(t)−
∑

~k′∈C

B~k→~k′
g~k(t) ,

whereB~k′→~k
is the rate of the transition from configuration~k′ to configu-

ration~k. Here and later, we assume that only allowed configurations are
included in the sums.

The average populations of the shells~f(t) = (f1(t), . . . , fN (t)) are de-
fined forh = 1, . . . , N by

(2) fh(t) =
∑

~k∈C

kh g~k(t) ,

whereg~k satisfies eq.(1).

The number of significant configurations in the plasma is often so large
that a detailed model (1) is unpractical. The description ofthe system can be
simplified thanks to the use of a macroscopic model in which the set of ions
in different electronic configurations is replaced by a set of ions all in the
same electronic configuration (average ion). The electronic configuration
of each (and all) ion in this last system is such that the occupation number
of each shell of the average ion is the average (2) of the occupation numbers
of the corresponding shell of the ions in the original system.

At this macroscopic level, the set of ions is described by thecollection of
populations of levels for the average ion, which we shall denote by{fh}h≥1
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or ~f = (f1, . . . , fN ), wherefh ∈ [0, Dh] denotes the (non necessarily inte-
ger) population of theh-th level of the average ion.

In the average ion description,~f satisfies the following evolution equa-
tion (for n = 1, . . . , N ):

(3)
d

dt
fn =

∑

m 6=n

(Am→n − Bn→m) + Ac→n −Bn→c ,

where we denote byAm→n andAc→n the transition rates to the leveln from
other levelsm and the continuumc, and byBn→m andBn→c the transition
rates from leveln to other levels or the continuum. In general, the ratesA
andB are functions of the populations of the levels.

In [CDR], an equation of the form (3) was obtained as a consequence (in
a certain asymptotics) of an evolution equation for the probability g~k of the
form (1). It was also described there the situations in whichone can expect
the average ion eq.(3) to reasonably mimic the microscopic eq.(1).

Our goal in this paper is to introduce (following a coherent closure proce-
dure) anintermediary model between (1) and (3), which is hopefully closer
to the microscopic eq.(1) than the average ion model, but is still tractable
(that is, not too many ODEs have to be solved). In this model, the state of
the system will be described not only by average populations(2), but also
by second order momentsχhl =

∑

~k∈C khkl g~k, or correlations

(4) fhl =
∑

~k∈C

(kh − fh)(kl − fl) g~k = χhl − fhfl .

In section 2, we describe in detail the microscopic model that we shall study,
and we write a non closed equation for the moments of order 1 and 2 of the
probabilitiesg~k of the shells. In the next section, we introduce the closure
assumptions and deduce our intermediary model. Numerical illustrations
are finally provided in section 4.

2. THE MICROSCOPIC MODEL AND THE EQUATIONS FOR ITS MOMENTS

2.1. Description of the microscopic model. We shall use in the sequel the
following notation for sums of vectors:






















~k + (h, l)ij = (k1, . . . , ki + h, . . . , kj + l, . . . , kN) 1 ≤ i < j ≤ N ,

~k + (h, l)ij = (k1, . . . , kj + l, . . . , ki + h, . . . , kN) 1 ≤ j < i ≤ N ,

~k + (h)i = (k1, . . . , ki + h, . . . , kN ) 1 ≤ i ≤ N .

In order to keep things as simple as possible, we consider theevolution
of the level populations in ions where the only transition processes between
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levels are one-electron transitions (excitation and de-excitation, ionization
and recombination) which are due to collisions with particles in the bath.
As a consequence, we do not take into account here radiative transitions
nor two-electron transitions. We notice that, because we included among
the allowed transitions the processes of ionization and recombination, the
transition~k → ~k

′

does not necessarily preserve the total number of elec-
trons in the configuration~k.

According to the above assumptions, the transition probabilities B~k
′
→~k

in (1) will be nonzero only when~k′ = ~k + (±1,∓1)ij for somei, j ∈
{1, .., N}, or ~k′ = ~k + (±1)i for somei ∈ {1, .., N}. Then the evolution
equation (1) of the probabilityg~k(t) can be written as

(5)

d

dt
g~k =

N
∑

j=1

N
∑

m=1

[

(Tjm g)~k+(1,−1)jm
− (Tmj g)~k

]

+
N
∑

j=1

[

(Tjc g)~k+(1)j
+ (Tcj g)~k+(−1)j

− (Tjc g)~k − (Tcj g)~k

]

,

with bound-bound transition ratesTjm and bound-free transition ratesTjc

(ionization) andTcj (recombination). The ratesT are written as functions
of the initial configuration of the transition and of courseTjm = 0 when
j = m.

The number of electronskj in the departure level and the number of holes
Dm − fm in the arrival level can be factored out:

Tjm = kj(Dm − km)Rjm , Tjc = kjRjc , Tcj = (Dj − kj)Rcj

(where, as before,Rjm = 0 whenj = m).
This writing recalls that there is no transition starting from an empty

level, or going to a full level. Moreover, it allows to introduce one essential
approximation in our model: the reduced ratesR are assumed not to be
functions of configurations, but to depend on the average populations ~f
only. This is the ”macroscopically screened model” of [CDR].

The ion charge is given by the formula

(6) Z∗ = Z∗(~f) = Z −
N
∑

h=1

fh ,

and to each levelj is associated an energyEj(~f) which is also assumed to
be a function of the average populations~f .
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2.2. Equilibrium solution of the microscopic model. Since we consider
here only transitions due to collisions with particles in the bath, the sta-
tionary solution of the model is the thermodynamical equilibrium with free
electrons. We want the equilibrium solution of eqs.(5) to bethe (factorized)
binomial distribution

(7) geq~k =
N
∏

h=1

(

Dh

kh

)(

f eq
h

Dh

)kh
(

Dh − f eq
h

Dh

)Dh−kh

.

with the equilibrium average populations given implicitlyby the Fermi-
Dirac formula:

(8) f eq
h =

Dh

1 + exp
(

−Eh( ~f eq)/T
)

/

Z∗( ~f eq) CT

,

whereCT is a positive constant (depending only onT ).
For this, we tell that, as a consequence of the microreversibility, the re-

duced transition rates must satisfy the ”detailed balance” relations: each
rate of transition is related to the rate of the inverse transition so that the
equilibrium (7-8) is possible. Forn,m = 1, . . . , N ,

Rmn = exp

(

En − Em

T

)

Rnm ,

and forn = 1, . . . , N

Rcn = Z∗CT exp

(

En

T

)

Rnc .

2.3. Non closed equations for moments. It is possible to write an equa-
tion for the averagesfh defined in (2) (first moments ofg~k), starting from
eq.(5) and making suitable changes of indices, as a sum over all possible
configurations. It reads

(9)

d

dt
fh =

∑

~k

[

N
∑

j=1

(Tjh − Thj) + Tch − Thc

]

g~k

=
∑

~k

{

N
∑

j=1

[

kj(Dh − kh)Rjh(~f)− kh(Dj − kj)Rhj(~f)
]

+(Dh − kh)Rch(~f)− khRhc(~f)
}

g~k .

We observe that the r.h.s. of eq.(9) can be expressed in termsof the first
and second moments ofg~k, or as well the average populations (2) and the
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correlationsfhl (4). Eq.(9) becomes

(10)

d

dt
fh =

N
∑

j=1

[

fj(Dh − fh)Rjh(~f)− fh(Dj − fj)Rhj(~f)
]

+(Dh − fh)Rch(~f)− fhRhc(~f) +
N
∑

j=1

fhj

[

Rhj(~f)−Rjh(~f)
]

.

In the same way, starting from eq.(5) and making suitable changes of
indices, we can write an equation for the evolution of theχhl =

∑

~k
khkl g~k

(second moments ofg~k) as a sum over configurations:

(11)

d

dt
χhl =

∑

~k

{

kh

[

N
∑

j=1

(Tjl − Tlj) + Tcl − Tlc

]

+kl

[

N
∑

j=1

(Tjh − Thj) + Tch − Thc

]

−Thl − Tlh + δhl

[

N
∑

j=1

(Tjh + Thj) + Tch + Thc

]}

g~k .

The r.h.s. of eq.(11) can be expressed in terms of the first, second and third
moments ofg~k, or as well the average populations (2), the correlations (2),
and the triple correlations

fhlm =
∑

~k

(kh − fh)(kl − fl)(km − fm) g~k .

We obtain thus an equation for the evolution of correlations:

(12)

d

dt
fhl = Bhl(~f) +

N
∑

j=1

[

Ahj(~f)fjl + Alj(~f)fjh

]

+
[

Rhl(~f) +Rlh(~f)
]

fhl − δhl

N
∑

j=1

[

Rhj(~f) +Rjh(~f)
]

fhj

+
N
∑

j=1

[

Rhj(~f)−Rjh(~f) +Rlj(~f)−Rjl(~f)
]

fjhl ,
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where

Ahj = fhRhj + (Dh − fh)Rjh

−δhj

{

N
∑

l=1

[(Dl − fl)Rhl + flRlh] +Rch +Rhc

}

,

and

Bhl = −fh(Dl − fl)Rhl − fl(Dh − fh)Rlh

+δhl

{

N
∑

j=1

[fh(Dj − fj)Rhj + fj(Dh − fh)Rjh]

+(Dh − fh)Rch + fhRhc} .

2.4. Equilibrium solution of the moment equations. Since the equilib-
rium solution of the microscopic equations (5) is the (factorized) binomial
distribution (7), the r.h.s of equations (10) and (12) vanishes if the average
populations are the Fermi-Dirac ones (8), and the correlations are those of
a binomial distribution, i.e.

(13) f eq
hl = δhl

f eq
h (Dh − f eq

h )

Dh

,

and

f eq
jhl = δjh δhl

f eq
h (Dh − f eq

h )(Dh − 2f eq
h )

D2
h

.

An interesting property is that the r.h.s of equations (12) vanishes as well if
the triple correlations are only auto-correlations (fjhl 6= 0 only if j = h =
l), in particular if they are null.

3. THE INTERMEDIARY MODEL

We propose to use as a refined average ion model a closed set of ODEs
consisting ofN (N + 3)/2 equations for the quantities(fh)h=1..N and
(fhl)h,l=1..N . This model is defined in a systematic way by neglecting the
triple correlationsfjhl in eq.(12):

(14)

d

dt
fhl = Bhl(~f) +

N
∑

j=1

[

Ahj(~f)fjl + Alj(~f)fjh

]

+
[

Rhl(~f) +Rlh(~f)
]

fhl − δhl

N
∑

j=1

[

Rhj(~f) +Rjh(~f)
]

fhj .

From what we just said, the equilibrium solution of our modelset of equa-
tions (10) and (14) is the Fermi-Dirac one (8) and (13).
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Comparing the set of equations of our intermediary model withprevious
average-ion ones,

• the equation (10) for the averages has additional terms depending
on correlations;

• the evolution equation for correlations (14) has new terms depend-
ing on correlations (second line) in addition to those (firstline) al-
ready present in [DFDM] and well-known references in statistics
(see [L], Sec.5, especially eq.5.17).

The interest of this model is two-fold. First, we think that its validity
goes beyond that of standard average ion models. We recall that in [CDR],
it was established the validity of such models in various situations:

• When the plasma is close to equilibrium;
• For high temperatures;
• When each shell is either almost full or almost empty.

For contexts far from the above situation, we think that our model with
N(N + 3)/2 ODEs gives results closer to the microscopic model than the
average ion model withN equations. We provide in the next section exper-
iments which sustain this point of view.

A second interest of this model is the control of the error in the average
ion model. Indeed, as soon as the off-diagonal correlationsfhl, h 6= l
become significant, there is a strong suspicion that the results obtained with
the average ion model are far from what is obtained with the microscopic
(detailed) model.

4. NUMERICAL SIMULATIONS

We present in this section some figures in order to illustratethe advan-
tages and the drawbacks of our new intermediary model.

For each figure, we represent (for some levelh) the functionsfh (obtained
by solving the microscopic equations),P

(1)
h obtained by solving the average

ion model (in the form introduced in [CDR]), andP (2)
h , obtained by solving

the intermediary model.

The results have been obtained thanks to the use of a standardsecond
order explicit scheme for ODEs (16929 ODEs are solved in the microscopic
model, 5 in the model of average ion, and 15 in the intermediary model)

The values of the functions and parameters used in the simulations are
the same as in [CDR]:
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The shells are built according to the first quantum number, sothatDn =
2n2. OnlyN = 4 shells (plus the continuum) are introduced.

The screening effect (that, is, the effective charge of the nucleus seen by
an electron) is modeled by

Z∗
n(
~f) = Z −

∑

h<n

fh −
1

3
fn .

Then the energy of each level is that of the hydrogenic atom corrected by
the screening effect defined above:

En(~f) = 0.0136
(Z∗

n)
2

n2
keV .

The rates of transition (forn < m) are given by

Rnm =
Rnm

En − Em

e−
En−Em

T ,

Rnc = Rnc

[1− e−
En
T ]

E2
n

e−
En
T ,

In those formulas, we have used the following values forRnm (taken
from [DR]):

Rnm =
4.99× 10−10 f(n,m) gnm Ne√

T
,

Rnc = 3.45× 10−11 Ne

√
T Γn ,

with the Gaunt factorgnm = 0.361, and the valuesf(1, 2) = 0.4161,
f(1, 3) = 0.0792, f(1, 4) = 0.029, f(2, 3) = 0.637, f(2, 4) = 0.119,
f(3, 4) = 0.8408. Moreover, we take

Γn = 2.8014 e−
n

n+5 ,

and for the electron number density:

Ne =
6.02× 1023 ρ

M
Z∗ ,

whereρ is the plasma mass density (taken as5× 10−2g cm−3), Z∗ is given
by formula (6),Z is the atomic number of the atom (taken as50) andM is
the mass number of the atom (taken as120).

Finally, the constantCT appearing in the process of ionization is taken
equal to

CT =
ρ

317M T
3

2

,

and the temperatureT of the bath (inkeV ) is chosen in a different way for
the different numerical simulations.
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We first check the validity of the model defined in Section 3 in the va-
lidity range of the average ion model discussed in [CDR]: as in[CDR] we
take as initial datum a factorized equilibrium distribution at a given tem-
peratureT0, which differs from the temperatureT of the bath. In figures 1
and 2 we show the results of simulations corresponding resp.to the high
temperature limit (T0 = 4.3 keV andT = 4.5 keV ) and to the asymptotics
in which levels are all either almost full or almost empty (T0 = 1.7 keV and
T = 1.9 keV ). The curves corresponding to the microscopic model, to the
average ion model and to the intermediary model are indistinguishable.
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FIGURE 1. Occupation numbersf1(t) for the microscopic
model,P (1)

1 (t) for the average ion model, andP (2)
1 (t) for

the intermediary model in the high temperature limit, with
T0 = 4.3 keV andT = 4.5 keV .

We analyze then the case where the initial datum is still given by a fac-
torized distribution, but withT0 = 0.6 keV andT = 0.9 keV . For such
an initial datum, the system is out of the validity range of the average ion
model presented in [CDR]. We can see in figure 3 that the new model is
closer to the microscopic curve than the old one.
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FIGURE 2. Occupation numbersf2(t) for the microscopic
model,P (1)

2 (t) for the average ion model, andP (2)
2 (t) for

the intermediary model in the asymptotics when all level are
either almost full or almost empty, withT0 = 1.7 keV and
T = 1.9 keV .

We give finally in Fig. 4 and Fig. 5 the results of simulations corre-
sponding to two initial data quite far from the validity region of the average
ion model. In the simulation illustrated in Fig. 4, the initial datum is far
from equilibrium, in the one in Fig. 5 the initial datum is a factorized equi-
librium distribution at temperatureT0 = 0.8 keV and the temperature of
the bath isT = 0.4 keV (the system cools down). As we can see, in the
first case (Fig. 4), although the average ion model reproducecorrectly the
trend to the equilibrium of the system, the evolution described by the refined
model is definitely much closer to the microscopic evolutionthan the stan-
dard one, while in the second case (Fig. 5), both the average ion model and
the intermediary model fail, but the intermediary model still gives a better
approximation to the microscopic evolution than the average ion model (in
particular in a time interval near tot = 0).
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FIGURE 3. Occupation numbersf2(t) for the microscopic
model,P (1)

2 (t) for the average ion model, andP (2)
2 (t) for the

intermediary model, withT0 = 0.6 keV andT = 0.9 keV .
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